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Abstract: Execution tracing quality is a crucial characteristic which contributes to the overall software product quality though the present quality frameworks neglect this property. In the scope of this pilot study the authors introduce a process to create a model for describing execution tracing as a quality property; moreover, the performance of four different models created is compared. The process and the models presented are capable of capturing subjective uncertainty which is an intrinsic part of the quality measurement process. In addition, the possibility of linking the presented models to software product quality frameworks is also illustrated.
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1 Introduction

Execution tracing and logging are frequently used as synonyms in software technology; however, the first one serves the software developers to localize errors in applications, while the second one contributes to administration tasks to check the state of software systems. In the scope of this publication we also use the two phrases as synonyms.

Execution tracing dumps the data about the program state and the path of execution for developers for offline analysis, which helps to investigate error scenarios and follow changes in the state of the application. Thus, execution tracing belongs to dynamic analysis techniques i.e. testing, and investigating live systems which are integral parts of the maintenance activities. Dynamic analysis techniques can be applied only if the software is built and executable. Static and dynamic analysis techniques possess two significant common attributes: (1) they are applied to achieve the same goal to diagnose errors; (2) they generalize from a subset of all possible executions. Each technique has its own particular advantage.
Static analysis can produce sound results however with general properties, which are not precise but these results are accurate and have validity over all possible inputs. Dynamic analysis examines the concrete execution of the program by observing its behaviour, which is precise but the results are not valid for all possible inputs. The literature promotes the synergic use of these techniques [37], [6].

The increasing size and complexity of software systems considering their varying workload makes localizing software errors more difficult. This difficulty is more challenging with regard to the enormous number of software and hardware combinations. Adding execution trace to some key places of the application can drastically reduce the time spent with debugging. Consequently, execution tracing has direct impact on the development and maintenance costs [2].

In addition, debugging is not necessarily a feasible option when (1) applications perform process control, (2) the error is related to parallel processing and race conditions, or (3) performance problems need to be analysed [2], [35]. In the case of distributed, multithreaded applications execution tracing is the only adequate instrument to help with the error analysis as states Laddad in [20]. In the case of embedded applications, which have no user interface, only by means of execution tracing can the developer or system maintainer answer such questions as to what the application is doing [34].

Moreover, execution tracing significantly influences program comprehension, the importance of which arises if the program documentation is deficient or of poor quality. In a study by Fjeldstad and Hamlen [7] it is estimated that the comprehension of existing software systems consumes between 47% and 62% of maintenance resources [25], [31]. An experiment conducted by Karahasnovic and Thomas introduced in [19] categorized the difficulties related to the maintainability of object-oriented applications. Program logic was ranked the first in the source of difficulties. Understanding the program logic belongs to the category of software specific knowledge which can greatly be enhanced by execution tracing, offering a basis for trace visualization and program comprehension [31].

Tracing, logging or constraint checks represent a significant part of the source code of applications. Spinczyk, Lehmann and Urban in [33] state that the ratio of code lines related to monitoring activities reached approximately 25% in their measurements targeted at certain commercial applications. This ratio shows that a significant amount of source code is written to deal with such tasks as execution tracing which in itself is an important quality factor.

In conclusion, the above indicate that execution tracing has significant impact on the analysability of software systems. Moreover, measuring quality is difficult, some properties are easier to measure than others even if they are well defined [27]. Quality frameworks include the description of qualitative properties in quantitative manner and quality measure elements which cannot be measured.
directly but only derived. Consequently, the measurement process implicates subjective uncertainty which has also been admitted by the standard ISO/IEC 25021:2007 involved in software product quality by defining the subjective measurement method. In the scope of this article the authors introduce a pilot study to describe execution tracing quality by means of a model which can encompass subjective uncertainty. The model itself does not perform quality assessment but it can be used to define quality targets against which a product can be assessed.

The remainder of this article is structured as follows: Section 2 describes how the quality model pilot was built including identification of inputs, outputs and construction of the knowledge base. Section 3 introduces the validation of the quality model. Section 4 describes the limitations of the pilot study and gives an outlook to the final model while Section 5 introduces related works. We summarise the contributions of our work in Section “Conclusions” and outline the future work in this area.

2 Constructing the Model

The model reflects the results of an empirical research which comprises of two parts: (1) a qualitative part to determine the model’s inputs, i.e. the quality properties on which execution tracing quality depends, and (2) a quantitative part to describe the relationships between the inputs and the output.

The qualitative research results from a brainstorming session and further processing of the output of this session. Brainstorming served as a method of data collection, developed by A. Osborn and made more sophisticated by H. C. Clark as a technique to create, collect, express ideas to a topic [34]. The main principle of the method is formed by two fundamental factors: (1) each group member must have the possibility to express ideas without having to expose them to a critic at first, then (2) the ideas can be developed further by other group members. Consequently, synergistic effects can lead to the triggering of ideas by those already present [33]. Before and after the idea generation phase an ideation phase must take place. Before ideation the participants think over the brainstorming question individually as preparation for the brainstorming [13]. The idea generation is followed by an ideation phase again where evaluation of the collected ideas takes place [34]. The critics towards this method mainly focus on the idea generation phase regardless of ideation that takes place before and after; however, Osborn did not propose brainstorming instead of the ideation but as a supplement to it [13]. In this method the quantity of ideas is not limited. The more ideas that are collected the more probable it is to have qualitative ideas among them. The latter has been questioned in [8], which contradicts the views held in [13] in some respects.
The output of the brainstorming is a list of raw ideas considered to be feasible by
the group [34]. This list forms the possible input candidates of the model, which
need to undergo further analysis.

The quantitative part of the research formalizes the relationships of the inputs in
the output. For collecting this information, experiences of one software developer
involved also in software maintenance for several years were scrutinized. The
quantitative part of the research needs to use methods to deal with subjective
uncertainty. Consequently, fuzzy logic is used to describe the input-output
relationships, which also offers tolerance towards imprecision [37].

Fuzzy logic offers basically two theoretical approaches to the problem: type-1 and
type-2 fuzzy logic. Type-1 fuzzy logic can consider a certain amount of subjective
uncertainty and it usually performs well in process control but shows less positive
results in decision making where larger amounts of uncertainty need to be
considered. In contrast, type-2 fuzzy logic performs well in both situations but the
operations and inference are more complex and computationally more expensive
than the operations and inference of type-1 fuzzy logic. In the pilot study
described in this paper type-1 fuzzy logic is used [23], [5], [17], [18].

Fuzzy modelling makes it possible to incorporate human expertise in the model
directly [14], [4]. Castillo and Melin recommend the following modelling steps
[4]:

1. Determining the relevant input and output variables
2. Choosing the type of the fuzzy inference system
3. Determining the number of linguistic terms associated with each input
   and output variable
4. Designing the fuzzy if-then rules
5. Choosing memberships functions
6. Interviewing human experts to determine the parameters of membership
   functions
7. Refine the parameters of membership functions

As four fuzzy models have been built and tested in the scope of this pilot study,
the above steps were not performed in the same order as they stand in the list. In
addition, tuning the membership functions did not take place to be able to
compare the performance of the different models with the same membership
functions.

2.1 Determining the Inputs and the Output of the Model

The output of the model, i.e. execution tracing quality, originates from the goals of
the research; meanwhile, the possible inputs, i.e. quality properties on which
execution tracing quality depends, were identified by brainstorming.
The brainstorming group was constructed of software developers and maintainers with several years of experience. The list of feasible ideas collected by the group underwent analysis by two experts who scored the input candidates according to their importance with regard to execution tracing quality. The experts had to distribute the same amount of scores among the items collected i.e. constant sum scaling was applied [22].

The arithmetic means of the scores assigned by experts were calculated. Each input candidate that has been selected as input has a relative importance above 10% according to the judgement of the experts. In this way the chosen inputs of the execution tracing quality model are:

1. Processability
   Processability refers to such properties of the execution traces whether (1) the trace possesses appropriate granularity for the examination of the execution path, (2) communication dialogs can uniquely be identified, (3) threads can uniquely be identified, (4) process IDs are traced, (5) error severity is traced, (6) component interfaces can be traced, (7) trace entries are marked with a timestamp with appropriate granularity.

2. Code Coverage
   The property code coverage indicates maximally how many per cent of the source code is covered with execution tracing.

3. Configurability
   Configurability encompasses how easily and sophisticatedly the execution tracing can be configured. This property includes such judgements whether (1) execution tracing can be set to different levels of granularity, (2) the configuration change in execution tracing requires complex actions from the operators, developers or maintainers, (3) it is possible to configure a performance trace which only traces method invocations at the component boundaries to have less impact on the performance, (4) it is possible to trace in different outputs including file, database, network socket, (5) it is possible to trace in different formats including: plain text, xml, html, proprietary binary, ASN.1 BER, ASN.1 PER.

4. Consequent Naming
   Consequent naming refers to the property whether the same events are always traced with the same pattern in the output, including whether (1) exceptions are always designated with the same identifiers, (2) the same level of errors and warnings are consequently used, (3) method entry and exit points are consequently traced.
2.2 Linguistic Variables

The notion of linguistic variables was introduced by L. Zadeh [38]. These variables are able to handle imprecision and offer a basis also for natural language computation. The formalism implemented by these variables and the if-then rules establishes an effective modelling language [37].

Before identifying the appropriate linguistic variables, each input and output needed to undergo partitioning to determine the granularity with which the system has to be described. A high number of partitions makes sophisticated description possible but it also introduces complexity as the number of necessary fuzzy rules needs to be increased. Moreover, incorporating human expertise with a high number of linguistic variables exposes difficulties because contradictions can be introduced in the model in an easy manner. Finding a consensus between the possibility of a sophisticated model description and the reduction of the possibility of introducing contradictions in the model, three input partitions and five output partitions have been defined. The linguistic variables for the defined partitions have been identified in the following way:

Linguistic variables for all inputs: \{poor, medium, good\}

Linguistic variables for the output: \{very poor, poor, medium, good, very good\}

2.3 Membership Functions

Linguistic variables were depicted by means of membership functions to make inference possible. While developing the model for execution tracing quality, two types of membership functions were used: (1) triangular and (2) Gaussian, both types with overlaps as illustrated in Figure 1.

Each membership function maps the interval \([0, 100]\) to the interval \([0, 1]\). The domains of the membership functions can be interpreted as percentage values, while the codomain depicts the degree of membership in the given category.

![Figure 1](image-url)
2.4 Knowledge Base for the Model

The knowledge of one expert with regard to execution tracing quality has been described with the formalism offered by the if-then rules and the linguistic variables [37]. The knowledge base is summarized in Table 1. This is not a complete rule set i.e. it does not contain each variation of all linguistic variables of all inputs but a complete rule set is not necessary to achieve appropriate performance. The model was assessed as described in Section 3.

Table 1
Antecedent and Consequent Parts of the Fuzzy Rules

<table>
<thead>
<tr>
<th>ID</th>
<th>Processability</th>
<th>Code Coverage</th>
<th>Configurability</th>
<th>Consequent Naming</th>
<th>Execution Trace Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>poor</td>
<td>poor</td>
<td>n.a.</td>
<td>n.a.</td>
<td>very poor</td>
</tr>
<tr>
<td>2.</td>
<td>medium</td>
<td>poor</td>
<td>n.a.</td>
<td>n.a.</td>
<td>poor</td>
</tr>
<tr>
<td>3.</td>
<td>poor</td>
<td>medium</td>
<td>n.a.</td>
<td>n.a.</td>
<td>poor</td>
</tr>
<tr>
<td>4.</td>
<td>medium</td>
<td>medium</td>
<td>poor</td>
<td>poor</td>
<td>poor</td>
</tr>
<tr>
<td>5.</td>
<td>medium</td>
<td>medium</td>
<td>poor</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>6.</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>7.</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>8.</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
<td>poor</td>
<td>medium</td>
</tr>
<tr>
<td>9.</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>10.</td>
<td>medium</td>
<td>poor</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>11.</td>
<td>good</td>
<td>medium</td>
<td>poor</td>
<td>poor</td>
<td>poor</td>
</tr>
<tr>
<td>12.</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
<td>poor</td>
<td>medium</td>
</tr>
<tr>
<td>13.</td>
<td>good</td>
<td>medium</td>
<td>good</td>
<td>poor</td>
<td>medium</td>
</tr>
<tr>
<td>14.</td>
<td>good</td>
<td>medium</td>
<td>poor</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>15.</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>16.</td>
<td>good</td>
<td>medium</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>17.</td>
<td>good</td>
<td>medium</td>
<td>poor</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>18.</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>19.</td>
<td>good</td>
<td>medium</td>
<td>good</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>20.</td>
<td>good</td>
<td>poor</td>
<td>poor</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>21.</td>
<td>good</td>
<td>medium</td>
<td>poor</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>22.</td>
<td>good</td>
<td>good</td>
<td>poor</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>23.</td>
<td>good</td>
<td>good</td>
<td>poor</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td>24.</td>
<td>good</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td></td>
<td>Type-1 Fuzzy Inference Techniques</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>----------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.</td>
<td>good</td>
<td>good</td>
<td>good</td>
<td>medium</td>
<td>good</td>
</tr>
<tr>
<td>26.</td>
<td>good</td>
<td>good</td>
<td>poor</td>
<td>good</td>
<td>medium</td>
</tr>
<tr>
<td>27.</td>
<td>good</td>
<td>good</td>
<td>medium</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>28.</td>
<td>good</td>
<td>good</td>
<td>good</td>
<td>good</td>
<td>very good</td>
</tr>
<tr>
<td>29.</td>
<td>medium</td>
<td>good</td>
<td>Good</td>
<td>good</td>
<td>medium</td>
</tr>
<tr>
<td>30.</td>
<td>poor</td>
<td>n.a.</td>
<td>n.a.</td>
<td>good</td>
<td>medium</td>
</tr>
<tr>
<td>31.</td>
<td>n.a.</td>
<td>poor</td>
<td>n.a.</td>
<td>medium</td>
<td>poor</td>
</tr>
</tbody>
</table>

2.5 Type-1 Fuzzy Inference Techniques

The two most widespread fuzzy methods for inference have been considered: (1) Mamdani’s approach and (2) the approach of Takagi-Sugeno-Kang. The Tsukamoto method [28], [14] has been excluded as it requires monotonic consequent membership functions.

2.6 Comparison of the Created Models

For the purpose of comparison, four models were created with the same inputs and output: (1) type-1 fuzzy logic with Mamdani’s approach with triangular membership functions, (2) type-1 fuzzy logic with Mamdani’s approach with Gaussian membership functions, (3) type-1 fuzzy logic with the approach of Takagi-Sugeno-Kang with triangular membership function, (4) type-1 fuzzy logic with the approach of Takagi-Sugeno-Kang with Gaussian membership functions. In addition, Mamdani’s approach was also tested with two different defuzzification techniques: (1) mean of maxima (MOM), and (2) centroid of gravity (COG). The validation charts are presented only for the best performing method which in this context was implemented by the inference mechanism of Takagi-Sugeno-Kang with Gaussian membership functions. The outcomes of the other approaches are briefly introduced below.

The acceptance criteria towards the model and its output can be summarized in the following way:

1. Representation of expert’s knowledge
2. Appropriate response for the changes in inputs
3. No oscillation in the output for input changes
4. Full output range needs to be used
5. The smoothness of the output is desired as it satisfies the problem better than fitting 2D planes together which build sharp edges where they join causing drastic responses in the output for small changes at certain points of the input.
2.6.1 Mamdani’s Approach

Inference was performed with the min-max method [28]. The model built with Gaussian and triangular membership functions did not show significant differences, nevertheless, the surfaces achieved with Gaussian membership functions were slightly smoother.

The defuzzification methods applied indicated considerable deviations when the inputs reached the limits of the input range: the COG method did not use the full output range in contrast to the MOM method, which used the full output range. The MOM method can cause oscillation in the output [29].

The model built according to Mamdani’s approach also shows sharp edges on the surfaces of the validation charts. With triangular membership functions thirty one rules were applied to describe the system and thirty rules were used with Gaussian membership functions for the same purpose.

2.6.2 Approach of Takagi-Sugeno-Kang

In the course of constructing the Takagi-Sugeno-Kang model, zero order functions (constants) were applied in the output range. This approach does not require computationally expensive defuzzification. For obtaining the output values weighted averages were calculated. Inference was performed with the product and probabilistic OR method.

The input Gaussian membership functions in comparison to the triangular ones resulted in more even transients between the different surface areas of the functions constructed from the input variables. The model with triangular membership functions contained thirty rules, meanwhile the model with Gaussian membership functions contained thirty one rules. Fine tuning of both models can be subject of further investigations.

The model built with the approach of Takagi-Sugeno-Kang with Gaussian membership functions provided the best performance compared to the other models on the basis of the above listed acceptance criteria. This inference technique helped to avoid sharp edges on the surfaces of the functions between the input and output variables.

Research also shows that the overlap of the antecedent membership functions determines the smoothness of the output behaviour with this inference method [14]. Further investigation of Jassbi et al. confirms that Takagi-Sugeno-Kang method shows more tolerance towards input noise than Mamdani’s method [15], which is an advantageous property in the problem domain of the current research.
3 Validation

As the best results were produced by the Takagi-Sugeno-Kang approach with Gaussian membership functions, the validation of this model is presented in this section. The model possesses four inputs; consequently, six different combinations of the input pairs are possible to depict the influence of the inputs on the output, i.e. on execution tracing quality. Face validity [20] was applied to validate the model. An expert checked whether potential changes in the inputs cause appropriate response changes in the output according to the charts.

Figure 2

Code Coverage and Processability vs. Execution Trace Quality

Figure 2 shows that the decrease of the inputs “Processability” and “Code Coverage” below the medium level have a drastic impact on the execution tracing quality which also reflects the expert’s opinion. On the other hand, maximum quality of “Processability” and “Code Coverage” cannot cause a more than 50% increase in execution tracing quality, which supports the idea that these two inputs in themselves cannot cause the output to reach its maximum value.

Figure 3

Code Coverage and Consequent Naming vs. Execution Trace Quality
Figure 3 illustrates that “Code Coverage” has a far stronger impact on the output than “Consequent Naming”. The system needs some fine tuning with regard to “Consequent Naming” in the medium range as the surface has a slight enhancement which slowly falls back when the value of “Consequent Naming” increases. The maximum of “Code Coverage” and “Consequent Naming” in themselves cannot cause the output to reach its maximum value. The diagram reflects the expert’s opinion.

![Figure 3](image)

Figure 4
Configurability and Code Coverage vs. Execution Trace Quality

Figure 4 depicts that “Configurability” has a far smaller impact on the execution tracing quality than “Code Coverage”. Significant decrease of the output can be observed if “Code Coverage” is below medium, which reflects the expert’s opinion. The maximum quality of “Configurability” and “Code Coverage” without the other inputs cannot cause the output to reach its maximum value.

![Figure 4](image)

Figure 5
Configurability and Processability vs. Execution Trace Quality

Figure 5 shows that “Processability” contributes more to the execution trace quality than “Configurability”. With regard to the “Processability”-“Configurability” input pair, the diagram shows that “Configurability” has nearly no influence on the output in comparison to “Processability”. The fuzzy rules
need to undergo fine tuning to remove the slight waves from the chart, when “Configurability” changes; moreover, “Configurability” has little more than zero influence on the output in comparison to “Processability”, which has to be reflected by the model.

![Figure 6](image)

**Figure 6**
Configurability and Consequent Naming vs. Execution Trace Quality

Figure 6 shows that “Configurability” and “Consequent Naming” contribute to the output approximately to the same extent. Moreover, in comparison to the previously presented input pairs this combination has the most influence on the output in the good-good range. However, even if both inputs carry the highest value, the execution tracing quality is limited i.e. it depends on the other inputs too, as with the previously investigated pairs.

![Figure 7](image)

**Figure 7**
Consequent Naming and Processability vs. Execution Trace Quality

Figure 7 illustrates that both “Consequent Naming” and “Processability” have strong impacts on the output. The influence of the input pair reaches the same extent on the output as the “Configurability”-“Consequent Naming” input pair combination. The medium-medium ranges require fine tuning to avoid a slight local maximum on this area, depicted on the chart.
4 Related Works

Canfora, Aggarwal, Nerurkar amongst others have already illustrated how fuzzy mathematics can help to make judgements or predictions in connection with software maintainability [1], [3], [24] or reusability [26], [32]. However, these models cannot help with the assessment of software product quality as a whole because they are not linked to extensive software product quality frameworks like ISO/IEC 25010 [10]. In addition, the maintainability models investigated do not handle execution tracing quality.

Canfora, Cerulo, Troiano in [3] applied fuzzy logic to consider the following particularities in maintainability:

1. The assessment of software maintainability is influenced by qualitative and quantitative data including their subjective uncertainty.

2. Qualitative data which are often gathered by surveys are not always available.

<table>
<thead>
<tr>
<th>ID</th>
<th>Diagram</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>From Figure 2. to Figure 7.</td>
<td>Changes of the inputs produce appropriate responses in the output.</td>
</tr>
<tr>
<td>2.</td>
<td>Figure 2.</td>
<td>The inputs Code Coverage and Processability have a significant impact on Execution Trace Quality.</td>
</tr>
<tr>
<td>3.</td>
<td>Figure 3.</td>
<td>Code Coverage influences Execution Trace Quality to a bigger extent than Consequent Naming.</td>
</tr>
<tr>
<td>4.</td>
<td>Figure 4.</td>
<td>Code Coverage influences Execution Trace Quality to a bigger extent than Configurability.</td>
</tr>
<tr>
<td>5.</td>
<td>Figure 5.</td>
<td>Processability influences Execution Trace Quality to a bigger extent than Configurability.</td>
</tr>
<tr>
<td>6.</td>
<td>Figure 6.</td>
<td>The inputs Consequent Naming and Configurability have approximately the same impact to Execution Trace Quality.</td>
</tr>
<tr>
<td>7.</td>
<td>Figure 7.</td>
<td>Processability has a bigger impact on Execution Trace Quality than Consequent Naming.</td>
</tr>
<tr>
<td>8.</td>
<td>Figure 7.</td>
<td>The fuzzy rules or the parameters of the membership functions need to undergo fine tuning to avoid the local maximum in the medium-medium range of the input variables Consequent Naming and Processability.</td>
</tr>
</tbody>
</table>
3. The different sub-characteristics of maintainability contribute to the overall maintainability to different extents.

Aggarwal et al. discussed in [3] how an integrated metric of maintainability correlated with the time devoted to error corrections, however individually none of the investigated inputs of their model correlated with the time spent on error corrections. The model was constructed by means of type-1 fuzzy logic.

Nerurkar, Kumar, Shrivastava in [26] proposed a model based on type-1 fuzzy logic for reusability of aspect-oriented systems. Singh, Bhatia, Sangwan in [32] examined different soft computing techniques for software reusability assessment. In their publication type-1 fuzzy logic, neural network and adaptive neuro-fuzzy inference were compared for evaluating software reusability.

5 Limitations of the Pilot Study and Outlook to the Final Model

We need to make a distinction between the research methods applied for the pilot model described by this paper and the final model. Both approaches are empirical in nature and comprise of qualitative and quantitative research methods. The qualitative research part determines the inputs of the quantitative research i.e. the quality properties on which execution tracing quality depends in both cases. In addition, the quantitative research determines the impacts of these properties in execution tracing quality.

The reliability of the model strongly depends on the reliability of the data collected. The data of the pilot originate from the output of one brainstorming session processed by two experts in the field; meanwhile, the knowledge base formalises the knowledge of one expert. In contrast, the data of the final model will be based on a well-defined study population: software developers and maintainers will be selected from companies which have at least 50 employees in Hungary. The study population is distributed among 37¹ companies and its size amounts to 6010² individuals. Participants of the brainstorming sessions will be selected from this study population with judgmental sampling [22] for the qualitative research. Several brainstorming sessions will take place until a saturation point is reached or appropriately approached [20]. To implement this, two coders will look for synonyms in the outputs of the brainstorming sessions.

¹ Online database of HBI Online, [Online], 2012, [Accessed: 23.05.2012], Available from: www.hbi.hu, Search criteria: TEAOR’08=6201 and number of employees greater or equal 50

Moreover, the data collected will undergo first and second cycle coding to establish the quality properties [30]. Coding also assumes calculating intercoder reliability for the coding process between the coders.

Regarding the quantitative stage, the same study population will be sampled with random multistage sampling to ensure a p<.05 statistical significance [22], [9]. The knowledge base, i.e. the rule set, of the model will be constructed from the knowledge gained from the sample by on-line surveying.

Conclusions

The pilot results illustrate that fuzzy modelling can be deployed to create a model for execution tracing quality to encompass the subjective uncertainty associated with the measurements process of software product quality.

In addition, modelling the knowledge of experts manually even if this knowledge is formalised with only thirty rules, introduces the chance for contradictions in the rule base. The number of these contradictions can considerably be reduced if the knowledge of several experts is considered in order to find a consensus and if automatic rule generation is used with adaptive neuro-fuzzy inferencing. Different algorithms for parameter tuning will also be considered [16].

The experimental models furthermore showed that the Gaussian membership functions performed better under the same settings because they contributed to avoiding sharp transients on the three-dimensional validation charts. Moreover, the most preferential smoothness in the output was achieved with the inference of Takagi-Sugeno-Kang while using overlapping Gaussian membership functions. In addition, Mamdani’s inference method with the COG or MOM defuzzification techniques could not be applied as it does not satisfy the acceptance criteria introduced.

The pilot has been validated by face validity. For the pilot study the purpose was to test the research methodology and analysis methods to show the feasibility of the approach to model execution tracing quality. For this purpose face validity was sufficient to show that the selected approach is workable and can yield usable results. For the final model of execution tracing quality a more rigorous validation will be required. According to the plans its validity will be based on statistical evidence beside face and content validity [20]. Furthermore, the final model is planned to be constructed by using the adaptive neuro-fuzzy approach (ANFIS) which helps to keep the internal consistency by creating the model on the randomly selected one half of the data and checking it on the other half [14]. Application of ANFIS is also necessary due to automatic processing lager amount of data planned to be collected during the quantitative research. Reliability will also be embedded in the whole process of the research reaching from intercoder reliability to the reliability of the sampling and statistical inference. Moreover, in the qualitative part credibility, transferability, dependability and confirmability
will also be considered [20]. Research methods for the final model are presented in more detail in the previous section.

The present model is a standalone model but it also offers the possibility to be linked to the analysability sub-characteristic of the characteristic maintainability of ISO/IEC 9126-1 [10] or ISO/IEC 25010 software product quality models [10]. Linking the developed model to the standards is possible after formal description of the inputs, required by ISO/IEC 25021 [12], and after applying decomposition according to the internal-external view of the software product quality expressed by the ISO/IEC software product quality models.
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