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Abstract

The new generation of wireless and mobile communication systems have the ability to support multimedia applications as it is main feature. This quality has been achieved by the researchers who have turned their interest to the combination between two techniques, Orthogonal Frequency Division Multiplexing (OFDM) and Multiple - Input Multiple-Output (MIMO).

There are several significant advantages of OFDM, such as the ability to support a high data rate for wide area coverage, robustness to multipath fading and a greater simplification of channel equalisation. These advantages render the employment to OFDM attractive for different applications such as IEEE 802.11, Wireless Local Area Networks (WLAN), European Telecommunications Standards Institute (ETSI) and terrestrial video broadcasting. However, OFDM suffers from a high sensitivity to non-linear distortion caused by components in the transmitter section, such as Digital to Analogue Converters (DAC), mixers and High Power Amplifiers (HPA). The output signal will suffer from intermodulation distortion resulting in energy being generated at frequencies outside the allocated frequency band, resulting in costly filtering after the nonlinear devices. In some cases the transmission power is lowered at the expense of increasing the Bit Error Rate (BER).

The main advantages of the MIMO are increased system capacity (i.e. MIMO channel capacity scales linearly with respect to the minimum available transmitter and receiver antennas) and improved communication reliability. However, the maximum capacity that can be exploited in MIMO systems depends on a number of parameters observed at the receiver, such as the average received power of the desired signals and co-channel interference. Moreover, the multidimensional statistical behaviour of the MIMO fading channel is of utmost significance to system performance.

This research tackles some of the issues that are raised due to the combination between MIMO and OFDM technologies, such as the Peak-to-Average Power Ratio.
(PAPR) problem, and investigates the effect of the correlation coefficients on the MIMO system capacity.

A competitive technique is proposed in order to tackle the PAPR. This technique gives significant results in reducing the PAPR compared with the conventional techniques, such as the clipping and Partial Transmit Sequence (PTS) techniques.

After deriving a MIMO channel capacitance formula, a simple channel model was proposed to help in understanding the effects of the correlation coefficients on the system capacitance. From this model, the determinant of the correlation coefficients matrices is mapped between zero and one. Respectively, the correlation values from the worst case to the best case are mapped between one to zero.
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Chapter One

1. Introduction

1.1 Background and Motivation

Since the 19th century, communication technology has experienced revolutionary changes. Communication consists mainly of letters, telegraphs, telephones and fax machines. The recent evolution of mobile phones has improved connectivity. The 21st century started with the revolution in wireless technology for Internet applications and other data communication applications, again in order to improve connectivity (i.e. to be available at anytime or anywhere), and to satisfy user demand.

The rapid growth in demand for mobile communication has led to an intensified interest in developing a new generation of wireless communication systems. These developments are aimed at increasing overall system throughput and improving network capacity to support high quality multimedia applications. Hence a larger bandwidth should be occupied, which will be limited by the equipment expense and by radio propagation at higher frequency ranges, and furthermore that the system's spectral efficiency should be improved to attain these aims.

To achieve this level of quality, researchers have turned their interest into the combination of two powerful techniques, MIMO and OFDM. The MIMO technique is used to improve the overall wireless communication system's capacity [1], while OFDM is used to increase its resistance to channel effects [2, 3].

In the early 1990s, research into information theory revealed that significant improvements in spectral efficiency can be accomplished by using multiple antenna technology at both ends. The functionality of the MIMO technique can basically be split into Space-Time Coding (STC) and Space Division Multiplexing (SDM). STC
improves the wireless communication system’s robustness by sending the same data stream with different representations through the transmitter antennas. SDM increases the overall system's throughput by simultaneously sending different data streams on the different transmitting antennas. On the other hand, the main reason for selecting OFDM is its ability to deal with the multipath propagation present in the channel. Because of adding the multipath components together, a fading problem will appear which can severely distort the received signals. In OFDM, this problem can be mitigated, since the wideband fading channel is split up into multiple orthogonal narrowband flat fading channels. The ability to include a proper guard interval between subsequent OFDM symbols provides an effective mechanism to handle Inter-Symbol Interference (ISI) caused by severe multipath propagation. However, the major drawback of OFDM is its high Peak-to-Average Power Ratio (PAPR). If the added signals, in generating the OFDM symbol, are in phase with each other, then the Inverse Fast Fourier Transform (IFFT) will produce an OFDM symbol with high peak power. PAPR is defined by comparing the high peak power of the OFDM symbol to its average power. The following problems result in communication systems due to high PAPR:

- significant spectral spreading and in-band distortion causing intermodulation among different subcarriers
- undesired out-of-band radiation
- quantisation noise, affecting the system's performance

The combination of MIMO and OFDM techniques will raise some issues which need addressing, such as the variety of trade-offs between capacity capabilities and BER which result from the selected MIMO functionality. A proper channel model should be proposed to cover the best and worst cases of MIMO channel performance.

OFDM is used to improve the system’s robustness; but its main drawback limits the overall system throughput, since PAPR is linked with IFFT size (i.e. increasing the amount of data that will be transmitted as an OFDM symbol may cause higher PAPR). This deficiency can be mitigated by a number of techniques proposed for tackling PAPR problems. These techniques include amplitude clipping, clipping and
filtering, coding and multiple signal representation. As a general rule, these techniques achieve PAPR reduction at the expense of an increase in transmitted signal power, BER, data rate loss or computational complexity [4-7]. Therefore, a competitive technique should be developed to overcome the disadvantages of the conventional techniques and at the same time achieve very good PAPR reduction ratios.

1.2 Aim and Objectives

The research is aimed at improving the capability of supporting the next generation high quality multimedia applications; attained by increasing the overall system throughput and reducing the effects of the multipath channel on system performance.

The focal research questions that arise are:

(1) How effective is the combination of MIMO and OFDM techniques, and what are the advantages of adopting such a hybrid technique?
(2) How to address the effect of the MIMO channel components on MIMO systems overall capacity?
(3) How to propose an improved technique to tackle the PAPR problem?

The research objectives are;

(1) Understanding MIMO technique functionality
(2) Identifying the characteristics of the MIMO channel and the main effective parameters
(3) Identifying OFDM as a modulation technique
(4) Establishing a mathematical model for the proposed technique to tackle the PAPR problem
(5) Characterising the structure of the MIMO-OFDM system using the proposed technique, Novel Technique to Reduce PAPR based on linear coding Techniques (NTRPT)
(6) Demonstrating and validating the NTRPT-MIMO-OFDM system through a series of experiments, and evaluating the main concepts by conducting case studies into this system
1.3 Scope of the Research

The scope of the research is divided into two main areas, MIMO and OFDM. According to the research aim, MIMO technique functionality is determined by SDM, which is used to increase system capacity while in OFDM, the concern is with tackling the PAPR problem.

Thus, the research scope for the MIMO area has been delimited to:

i) deriving a MIMO channel capacity formula based on the correlation coefficients between the transmitted and received signals through different antennas

ii) proposing a distance based MIMO channel

iii) linking the BER with the SNR for some of the SDM algorithms, namely, Zero Forcing (ZF) and Minimum Mean Squared Error (MMSE)

The scope of the research is determined for the OFDM area by proposing and validating a new technique based on linear encoders to reduce the PAPR problem.

1.4 Research Approach

The adopted research approach consisted of the following main stages:

(1) Identification of research questions (via intensive literature reviews)
(2) Concept development
(3) Mathematical modelling
(4) Simulation and validation
(5) Case studies
(6) Future research

The research study was initiated with a theoretical literature review. This review was conducted for the identification of specific research problem(s) for both MIMO and
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OFDM techniques. It also served the purpose of identifying potential solutions for the identified problem(s). The focus was on understanding MIMO technology and its main advantages and disadvantages. More specifically, the research focused on the following areas:

(1) concentrating on SDM techniques
(2) understanding the effect of correlation coefficients on system capacity

In OFDM, a new technique to tackle the PAPR problem is proposed. The technique is supported by a mathematical model and a simulation to be implemented in MIMO-OFDM systems. This stage was conducted continuously and in parallel with the other stages (from stage 2 to 5), throughout the period of this research. This was necessary in order to ensure that potential developments in related areas could be continuously fed back to the other activities throughout the research period.

For the concept development stage, a conceptual structure was formulated to breaking the MIMO-OFDM system down into sub-blocks. These sub-blocks were employed to develop an adaptive structure allowing the MIMO-OFDM system to be compatible with different applications. A mathematical model for the proposed technique (Novel Technique to Reduce PAPR based linear coding Technique (NTRPT)) was established to create NTRPT-MIMO-OFDM system.

In the fourth stage – simulation and validation, the mathematically achieved results have verified by performing a MATLAB based simulation. Firstly, the MATLAB results from this simulation were further validated by the Agilent signal generator and spectrum analyser (89600 Series Vector Signal Analysers). The verification process is based on the Signal Studio Toolkit. Secondly, the proposed technique was designed to be implemented to a Xilinx FPGA card for a demonstration and validation of the simulation results.

In the last stage, findings were documented and applied (by simulation) to two main systems namely, Digital Video Broadcasting-Handheld (DVB-H) and the WLAN IEEE 802.11n. A number of recommendations were made for future research and development.
1.5 Thesis Outline

This section gives a general overview of the chapters in the thesis. The content of this thesis follows a logical order, starting from the theoretical analysis of MIMO-OFDM and ending with simulation and validation of the research. The outline of this work is as follows:

Chapter 2 is divided into three parts: an overview about MIMO technology, its functionality, advantages and disadvantages; the structure of OFDM, advantages and disadvantages of this technique and its merits as a transmitter and receiver; and the PAPR problem, its effects on OFDM technique's performance and the conventional methods to overcome this drawback.

Chapter 3 presents a derivation of a MIMO channel capacity formula based on the correlation coefficients matrices. the findings of which formulate a distance-based MIMO channel model proposed to cover best and worst capacity cases. There is a further discussion of the SDM receiving techniques for linking the BER with the SNR for the proposed model.

Chapter 4 presents a detailed description of the proposed technique, NTRPT, the mathematical derivation, the structure, and the simulation to verify the result of the mathematical derivation.

Chapter 5 establishes a design for the structure and the signal model for the overall NTRPT-MIMO-OFDM system, concurrently, and performs a MATLAB simulation to check the performance of the proposed technique in MIMO-OFDM systems.

Chapter 6 presents the validation process of the achievements in Chapters 4 and 5. This validation is based on verifying the achieved simulation's results by using the Agilent signal generator, spectrum analyser and Signal Studio Toolkit. The proposed technique was designed to be implemented by a Xilinx Field Programmable Gate.
Array (FPGA) card in order to demonstrate and validate the results achieved from the simulation.

Chapter 7 describes the results obtained from using the proposed technique in some real systems as case studies, such as DVB-H and IEEE 802.11n.

Chapter 8 draws conclusions and outlines some recommendations for future research.
Chapter Two

2. The MIMO-OFDM and the PAPR Problem

2.1 Introduction

This chapter is divided into five sections. Section 2.2 gives an overview of MIMO technology, Section 2.3, which covers OFDM technique, and Section 2.4, which describes PAPR, one of the main OFDM problems. The chapter is summarised in Section 2.5.

2.2 Multiple-Input Multiple-Output

The main advantages of using multiple antenna technology are an increase in system capacity and an improvement in the communication reliability as a result of the diversity gain. The capacity of MIMO channels scales linearly with respect to the minimum available transmitter and receiver antennas [8].

The MIMO channel model and the structure of the transmitted and received signals must both be taken into consideration when applying MIMO technology. The received signals vitally affect the maximum rate in a given bandwidth, whereas the transmitted signal structure strongly impacts on achievable system performance and capacity. Proposing a good MIMO channel model will therefore help in understanding the effects of channel components on system performance and capacity [9].

The effects of both the transmitted and received signals’ structures have led to numerous developments of MIMO techniques. The proposed schemes can be divided into two groups, STC and SDM. These basic concepts have been fundamental to
various types of transmission schemes; respectively, they increase the robustness and performance of the communications system and improve the overall system data rate. An overview of channel modelling is given in Subsection 2.2.1, while Subsection 2.2.2 describes the functionality of MIMO systems.

### 2.2.1 The MIMO Channel

To construct a multidimensional channel matrix, consider a wireless communication system with $N$ transmitting (Tx) and $M$ receiving (Rx) antennas to transmit different streams of data on different transmitting antennas. When a transmission occurs, the transmitted signal from the $p$-th Tx antenna might find direct or indirect paths in order to arrive at $q$-th Rx antenna by a number of reflections. This principle is called multipath [10].

MIMO channel is delimited for indoor purposes. Some aspects must be taken into consideration in this case, such as the slow movement of the objects, the large number of reflecting surfaces, the propagation loss characteristics resulting in a neglected Doppler effect, multipath fading, and an exponential loss over time for the received power. Depending on these aspects, the multipath fading channel could be modelled in a simple manner as a tapped delay with a fixed number of channel taps denoted by ‘$TC$’. At the existence of either LOS or a specular component, the distribution of the channel will follow Ricean distribution, while it follows the Rayleigh distribution at the absence of both of them [9, 10]. It is assumed that an exponentially decaying Power Delay Profile (PDP)$^1$, with or without a specular component, is added to the first tap [11]. This results in a MIMO channel model as

$$y(n) = P_{dn} G(tc) x(n-tc). \quad (2.1)$$

where $x$ is the transmitted data vector, $y$ is the received data vector, $P_{dn}$ denotes a normalisation factor related to the discrete-time PDP, $n$ is the sampling index, $G(.)$ is the channel transfer matrix and $tc$ is the number of the channel tap.

---

$^1$ The power of the channel impulse response as a function of the time-delay $\tau$. 
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The different representations of channel characteristics must be taken into consideration. Starting from (2.1), in order to model the channel transfer matrix, the existence or absence of the LOS or specular components must be checked. A lack of strong LOS or specular path in addition to a large number of reflectors within the indoor environment (i.e. rich-scattering environment) results in Rayleigh fading. Choosing a λ/2 antennas spacing (where λ is the carrier wavelength) leads to the assumption of having an independent and identically distributed (i.i.d) channel coefficients. 2.1 G(tc) is then defined as $G_{iid}(tc)$. The elements of this matrix are an i.i.d. circularly-symmetric complex Gaussian variable with zero mean and unit variance, and an independent realisation of the entire channel taps $tc$, $tc = 0, 1... TC-1$. Each entry of $G_{iid}(tc)$ has uniformly distributed phase and Rayleigh distributed magnitude. After characterising $G(tc)$, if the PDP is justified for the longer propagation delay paths, then these paths will arrive linearly later in time and will have a logarithmically-weaker energy. The PDP is characterised as an exponentially decaying function with equidistant delays by the following equation [11]

$$P_d(tc) = P_{cn} \exp\left(-\frac{tc}{\alpha_r}\right), \text{ for } \alpha_r > 0 \text{ and } tc = 0, 1, ..., TC-1$$  \hspace{1cm} (2.2)

where $\alpha_r$ denotes a factor related to the delay spread and the sampling frequency, and $P_{cn}$ represents a normalised channel gain with respect to the delays. From (2.2), it is apparent that if $\alpha_r$ equals to zero, the channel will have one tap at $tc$ equal to zero, and consequently, the PDP will equal the total power.

On the other hand, in the presence of a strong, or at least a direct, path between transmitter and receiver (i.e., the specular or the LOS components, respectively), the channel characteristics will change. In this case the channel characteristics will be modelled as a part of the MIMO channel impulse response first tap, which is considered as a Ricean distribution. The modified version of (2.1) will be as in [11]

2 say $z$, with zero mean and variance $\sigma^2$ is given by $z = x + jy$ with $x$ and $y$ being i.i.d zero mean real Gaussian variables with variance $\sigma^2/2$. 

10
Chapter Two: MIMO-OFDM and the PAPR problem

\[
G(tc) = \begin{cases} 
\alpha_n \beta_{1} G_{\text{spec}} + \beta_{2} G_{\text{lid}}(tc), & \text{for } tc = 0 \\
\beta_{2} G_{\text{lid}}(tc), & \text{for } tc = 1, ..., TC - 1 
\end{cases} 
\]  \hspace{1cm} (2.3)

where \( G_{\text{spec}} \) is the MIMO channel part related to the specular or the LOS component and can be defined as an \( M \times N \) matrix, \( \alpha_n \) is a normalisation factor for the \( G_{\text{spec}} \), and \( \beta_{1}, \beta_{2} \) are factors related to the Ricean factor \( K \) which then equals to \( \frac{\sqrt{K}}{\sqrt{K + 1}} \) and \( \frac{1}{\sqrt{K + 1}} \) respectively. The Ricean factor, \( K \), is the energy ratio of the MIMO channel specular part to the MIMO channel scattering part.

The channel gain in this case will be modified to contain the part of the Ricean distribution for the first tap, as follows:

\[ P_{e} = P_{d\text{spec}} + P_{d\text{scatt}} \]  \hspace{1cm} (2.4)

From (2.3), if \( K \) equals to zero, the model will be reduced to the Rayleigh fading channel model, which means that the distribution of the first tap in the channel does not presence of either LOS or a specular component.

### 2.2.2 MIMO Systems Functionality

According to the main goal of the research (improving communication systems’ capacity to support higher quality multimedia applications), in addition to highlighting the crucial effects of the transmitted and received signal structure on achievable system capacity and performance, this section will cover the main characteristics of MIMO techniques. A literature search reveals much research into achieving good MIMO techniques to reach the best balance between complexity and performance. The proposed techniques can be divided into two main groups: STC and SDM. STC increases the robustness and performance of the communication system by coding over different transmitter branches, while SDM achieves a higher data rate by transmitting independent data streams on the different transmitter branches.
simultaneously and at the same carrier frequency. For the purposes of the present research, SDM is the most interesting technique [12].

A general MIMO structure is shown in Figure 2.1 with $N$ representing the number of transmitting antennas and $M$ the number of receiving antennas. This figure presents a block diagram of the main processing tasks on the input data stream. These are channel coding, serial to parallel processing, and constellation mapping.

The other part of the system is the receiver; whose complexity depends strongly on the Tx signal design. The detection process is performed over the spatial and temporal dimension. Without complexity reducing techniques, increasing the dimension size will exponentially increase the number of codewords.

![Figure 2.1: General MIMO system structure](image)

The different MIMO algorithms that are mentioned in the literature could be classified as follows as in [13]:

1. The system is either open-loop or closed-loop
2. The transmitted signal is send over the temporal and spatial dimension
3. The coding process is either joint coding or per-antenna coding
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The first classification is made between two different types of systems:

(1) Systems that do not adhere to the channel response's information at the transmitter (open-loop systems)

(2) Systems that depend partly or fully on the channel information at the transmitter through the feedback mechanism (closed-loop systems).

As shown in Figure 2.1, the feedback loop mechanism provides information for all system stages such as the coding rate, the constellation size, and the type of modulation.

The second classification describes whether the transmission algorithms are applied over temporal or spatial dimensions. This can be determined by establishing which algorithm makes the best use of the diversity provided by a richly scattered channel. The spatial dimension is fully utilised in adding more redundancy to keep the data rate equivalent to a single antenna system, consequently increasing the system robustness. Techniques that exploit the spatial dimension to transmit the data consist of STC and SDM algorithms. The former generates the redundancy data through coding over the spatial and temporal dimension, while the latter exploits the spatial dimension by transmitting multiple data streams in parallel on different antennas. This group aims to achieve high data rates. In addition, hybrid schemes can be seen as a combination between transmitting diversity and spatial multiplexing. These schemes benefit from both robustness and data rate enhancement [12-14].

The classification process which depends on the coding stage can be categorised into two types:

(1) If the coding process commences before the serial to parallel stage as shown in Figure 2.4, it is referred as the Joint Coding (JC).

(2) Per-Antenna Coding (PAC) denotes the coding process that commences after the serial to parallel stage.

JC provides better performance than PAC, since the coding is performed over the spatial and temporal dimensions. While in PAC, the receiver architecture might be
less complex since the encoding process is separated over the temporal and the spatial dimensions [14].

2.2.2.1 MIMO Transmitter structure

As mentioned earlier, the proposed techniques of MIMO transmitters can be divided into two main groups: STC and SDM. The following subsection discusses these two groups and identifies their differences.

2.2.2.1.1 Space-Time Coding

As mentioned before in Subsection 2.2.2, STC is performed over the spatial and temporal dimension to improve the system’s robustness. In [15-17], the main concerns about the performance of coding criteria in two dimensions according to the analysis of the pairwise error probability are addressed. Rank, determinant and Euclidean distance criteria represent the basis of different space-time codes. These space-time codes could be split into Space-Time Block Codes (STBCs), Space-Time Trellis Codes (STTC), Space-Time Turbo Codes and Linear Dispersive Codes.

The rank criteria tries to improve the diversity order by maximising the rank, \( r \), of the codeword difference matrix over all possible codeword pairs, since the diversity order is given by \( r \times M \). The determinant criterion is concerned with increasing the coding gain. This gain is achieved by the minimum product of the nonzero eigenvalues of the codeword difference matrix and its Hermitian matrix over all distinct pairs of codewords. In addition, the Euclidean criterion is based on maximising the minimum Euclidean distance between any pair of codewords [17].

**Space-Time Block Codes:**

The STBC encoder works on a block level. Assume that, an input symbol denoted by \( D_{sym} \), from a real or complex constellation. This type of encoder maps the \( D_{sym} \) into codewords \( C \) in the dimension \( N \times N_{sym} \), where \( N \) denotes the transmit antennas and \( N_{sym} \) denotes the symbol time instant. The coding rate for this process could be
calculated as $R_{cod} = D_{sym}/N_{sym}$. Therefore increasing $D_{sym}$ per unit of time will improve the encoder rate. A STBC encoder's design must achieve two goals: to keep $R_{cod}$ as high as possible and to obtain a robust communication link. The codes should therefore be designed to achieve these targets. Different studies in the literature show, however, that they cannot always be met simultaneously [18-21]. Different architectures of orthogonal STBCs can be summarised as follows:

1. linear and non-linear complex design
2. linear and non-linear real design
3. suitability to the number of antennas
4. the extent to which this technique will make use of the available transmit diversity

A special case from the efficiency point of view, the orthogonal STBC does not always make full use of available MIMO channel capacity. In addition, for the complex type, the coding rate drops below one in case of having more than two transmitting antennas [22-24]. Checking the functionality of the STBCs starts from [25], since the authors introduce a linear STBCs, which are called “Linear Dispersive Codes” in $N > M$ domain of interest. Many of the codes need assistance from outer one-dimensional codes because they act like space-time mappers or interleavers.

Alamouti and Jankiraman described one of the most popular orthogonal STBCs, which is called the “Alamouti scheme” for two transmit antennas [26, 27]. The functionality of this scheme is clearly described in Figure 2.2. The two symbols $s_1$ and $s_2$ are transmitted simultaneously on Tx1 and Tx2, while the processed versions of these two symbols $-s_2^*$ and $s_1^*$ are transmitted on Tx1 and Tx2 during the next symbol period. From the figure shown below, the signal at Rxq at time 1 and time 2 for both symbols can be expressed as shown in (2.5) [27].
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Figure 2.2: The Alamouti STBC scheme

\[
\begin{pmatrix}
x_q(1) \\
x_q(2)
\end{pmatrix} = \begin{pmatrix}
s_1 & s_2 \\ -s_2^* & s_1^*
\end{pmatrix} \begin{pmatrix}
h_{q1} \\
h_{q2}
\end{pmatrix} + \begin{pmatrix}
n_q(1) \\
n_q(2)
\end{pmatrix}
\tag{2.5}
\]

where \( n_q(t) \) represents the additive noise at symbol time \( t \), and \( h_{qp} \) denotes the response of a flat fading channel between \( \text{Tx}_p \) and \( \text{Rx}_q \). To produce the receive signals as a function of the channel matrix, (2.5) is analysed and multiplied by the left side Hermitian transpose of the channel gives:

\[
\begin{pmatrix}
h_{q1}^* & h_{q2}^* \\ h_{q2} & -h_{q1}
\end{pmatrix} \begin{pmatrix}
x_q(1) \\
x_q(2)
\end{pmatrix} = \left| h_{q1} \right|^2 + \left| h_{q2} \right|^2 \begin{pmatrix}
s_1 \\
s_2
\end{pmatrix} + \begin{pmatrix}
h_{q1}^* n_q(1) + h_{q2}^* n_2(2) \\
h_{q2}^* n_q(1) - h_{q1}^* n_2(2)
\end{pmatrix}
\tag{2.6}
\]

From (2.6), it is easy to estimate the received signals by using Maximum Ratio Combining (MRC)\(^3\) principle to be

\[
\sum_{q=1}^{M} \begin{pmatrix}
h_{q1}^* & h_{q2}^* \\ h_{q2} & -h_{q1}
\end{pmatrix} \begin{pmatrix}
x_q(1) \\
x_q(2)
\end{pmatrix} = \sum_{q=1}^{M} \sum_{p=1}^{2} \left| h_{qp} \right|^2 \begin{pmatrix}
s_1 \\
s_2
\end{pmatrix} + \sum_{q=1}^{M} \begin{pmatrix}
h_{q1}^* n_q(1) + h_{q2}^* n_2(2) \\
h_{q2}^* n_q(1) - h_{q1}^* n_2(2)
\end{pmatrix}
\tag{2.7}
\]

\(^3\) In telecommunications, maximal-ratio combining is a method of diversity combining in which (a) the signals from each channel are added together, (b) the gain of each channel is made proportional to the rms signal level and inversely proportional to the mean square noise level in that channel, and (c) the same proportionality constant is used for all channels. It is also known as ratio-squared combining, pre-detection combining and selective combining.
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Through this process, the Alamouti scheme can achieve a diversity order of $2M$, depending on channel properties. Moreover, it can give an optimal trade-off between diversity gain and multiplexing gain in the case of $M$ being equal to one [14].

**Space-Time Trellis Codes:**

Despite the fact that STBC provides maximum diversity advantage using simple decoding techniques, it lacks coding gain. Tarokh in [15] introduced new codes that can afford a significant coding gain as well as the diversity gain and perform well both spatially and temporally. Nevertheless, this advantage comes at the expense of the receiver complexity, which limits these systems to two, three, or four transmitting antennas.

Figure 2.3 shows the trellis diagram of 8-state QPSK code and a possible design of the encoder to implement this code.

![Trellis Diagram](image)

**Figure 2.3:** (a) The Trellis of the 8-state QPSK STTC proposed in [15] and (b) Its mapping to the general block diagram

Part (a) from this figure describes the 8-state QPSK code which is proposed by Tarokh. The input to the encoder consists of two bits at a time. The binary encoder
state is represented by $D_2D_1D_0$ and the two input bits results in four possible transitions per state. These four transitions result in four possible encoder outputs which are listed per input state. The outputs are denoted as a combination of two quaternary numbers that represent the QPSK symbol to be transmitted on Tx$_1$ and Tx$_2$, respectively. Moreover, this type of coding has a complicated receiver [15].

The main two types of the space-time codes (STBC and STTC) will now be compared to the MIMO general structure that is shown in Figure 2.1. Starting from STBC, Alamouti scheme clearly does not fit directly due to that it needs modulated symbols as an input to the encoder. Redesigning the encoder to work at bit level, the modulation can be performed after the encoding. The architecture of the second type (STTC) which is shown in Figure 2.3 (b) obviously matches the general model without modifications.

### 2.2.2.1.2 Space Division Multiplexing

As a result of exploiting multiple antennas to improve the overall system performance, different streams of data could be transmitted on the different antennas at the same carrier frequency, which will affect efficiency by poor link reliability. As a result, additional channel coding must be used, although this will reduce its high data rate advantage. At the receiver side, the spatial sampling and corresponding signal-processing algorithms can guarantee the recovery process after they are mixed in transmission. This process, referred to as SDM, has an additional advantage over STC in that it has lower decoding complexity, especially for a relatively large number of transmitting antennas. This advantage is achieved because STC involves JC spatially and temporally in order to transmit the signal from various antennas, while the spatial and temporal coding in SDM can be separated. This is, however, achieved at the expense of performance degradation [28, 29].

The coding stage in SDM consists of two procedures, JC and PAC. PAC, which is also called layered architecture coding introduced by [12], incurs a capacity penalty, since it uses different propagation channels for the various antennas used. Thus, a
diagonally layered architecture was proposed (Diagonal Bell Labs Layered Space-Time (D-BLAST)) [22].

In D-BLAST, a stream of encoded symbols is sent on different Tx antennas by cyclically selecting another Tx antenna per symbol period as shown in Figure 2.4. This will guarantee that each stream of data will be sent through a different propagation channel within the MIMO channel. Despite the fact that eliminating the capacity penalty is the main advantage of this technique over those that do not use cycling, this technique incurs different decoding complexity. To simplify the decoding process, diagonal spatial mapping must be dropped. In this case, D-BLAST is converted to be Vertical-Bell Labs Layered Space-Time (V-BLAST). In V-BLAST, spatial mapping is changed from diagonal mapping into vertical mapping (i.e. per spatial vector) [22].

![Figure 2.4: Diagonal encoding or D-BLAST transmission technique](image)

2.2.2.2 MIMO Receiver Structure

At the receiver stage, both linear and non-linear processing can be used, since the algorithm PAC (as defined in Subsection 2.2.2) adopts detectors that operate in the
spatial domain. ZF and MMSE algorithms are considered as linear processes, while Maximum Likelihood Detection is an example of a non-linear detector [27]. This subsection concentrates on giving a brief insight into linear processing techniques.

### 2.2.2.2.1 Zero-Forcing Technique

The ZF technique is a linear MIMO technique based on linear combinational nulling technique uses a linear weighting process to cancel interfering terms from the received vector. It assigns each stream in turn as a desirable signal, while the remaining signal is assigned to be as an interfering one. To make use of ZF in the receiving process of a MIMO signal, the transfer matrix of the channel, $H$, must be assumed to be invertible. Thus, the estimated version of the transmitted MIMO vector $a$ is given by [27]

$$a_{est} = H^{-1} b$$  \hspace{1cm} (2.8)

where $b$ is the received signal, based on the definition of the ZF, let the weighting matrix $W$ be defined as:

$$WH = I_N$$ \hspace{1cm} (2.9)

The matrix $W$ in (2.9) is the pseudo inverse of $H$ (which is equal to $(HH^H)^{-1}H^H$). The estimated vector, $a_{est}$, can be obtained by

$$a_{est} = Wb = a + (H^H)^{-1}H^Hb$$ \hspace{1cm} (2.10)

At the final stage, the $j$-th component of $a_{est}$, $(a_{est})_j$, must be sliced to the nearest constellation point in order to decode the elements of $a$ at the receiver.

The next step is to calculate the performance of the technique by expressing the probability of an erroneous decision between two different vectors. Starting with a definition of the conditional probability density function (pdf) for a given $H$, and
assuming that a multivariate complex Gaussian distributed data is used, the pdf is shown as [27, 28]

\[
p(a_{est}|a, H) = \det(\pi Q)^{-1} \exp(- (a_{est} - a)HQ^{-1}(a_{est} - a))
\] (2.11)

where \( Q \) is the covariance matrix of the estimation error with a multivariate complex Gaussian distribution, \( \varepsilon = a_{est} - a \), which is given by

\[
Q = E[\varepsilon \cdot \varepsilon^H] = \sigma_n^2 (H^H H)^{-1}
\] (2.12)

Proakis in [30] shows that the upperbound of the performance can be calculated starting from Pairwise Error Probability (PEP). Besides, assume that the modulation technique for the two different vectors that are mentioned early is the BPSK, besides having equal interfering areas (i.e., area under the tail of the pdf). Then the probability for which the receiver decides speciously is the \( k \)-th element of \( a_j \), \( (a_j)_k \), while \( (a_i)_k \) \((i \neq j)\) has been sent is given by [27]

\[
\Pr ((a_i)_k \rightarrow (a_j)_k | H) = Q \left( \sqrt{\frac{d_{ij}^2}{2\sigma_{BPSK}^2}} \right)
\] (2.13)

where \( d_{ij} \) is the Euclidean distance between \((a_i)_k\) and \((a_j)_k\) is equal to \(|(a_i)_k - (a_j)_k|^2\). \( \sigma_{BPSK} \) is the standard deviation and can be given by the element-by-element basis from (2.12).

### 2.2.2.2 Minimum Mean Square Error Technique

The MMSE technique is another example of a linear MIMO technique. It is based on choosing an appropriate function that will minimise the mean square error (MSE) between the transmitted signal and the estimated one, thus the MMSE can be achieved as a result of substituting the function \( f(b) \) instead of the estimated received signal [31]. This process is clearly can be shown as follows
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\[ \varepsilon^2 = E[(a-a_{est})^H(a-a_{est})] = E[(a-f(b))^H(a-f(b))] \] (2.14)

Since the MMSE is an example of a linear MIMO technique and an exact function \( f(b) \) is hard to obtain, by choosing the \( f(b) \) as a linear processing of the received signal, and simultaneously minimising (2.14) this equation can be written as

\[ \varepsilon^2 = E[(a-a_{est})^H(a-a_{est})] = E[(a-Wb)^H(a-Wb)] \] (2.15)

In order to find suitable linear processing \( W \) to minimise (2.15), this equation can be rewritten by making use of \( c^Hc = \text{tr}(cc^H) \) and observing that the \( Q_b \) is Hermitian and nonnegative as follows

\[ \varepsilon^2 = \text{tr}(E[(a-Wb)(a-Wb)^H]) = \text{tr}(Q_a-Q_{ab}A^{-1}A^H-WQ_{ab}+WQ_bW^H) \] (2.16)

\[ = \text{tr}(Q_a-Q_{ab}A^{-1}A^H-WA^H(A^H)^{-1}Q_{ba}+WA^HAW^H) \]

\[ = \text{tr}(Q_a-Q_{ab}A^{-1}(A^H)^{-1}Q_{ba}+(WA^H-Q_{ab}A^{-1})(WA^H-Q_{ab}A^{-1})^H) \]

where matrix \( A \) can be defined as the square root of the covariance matrix \( Q_b \). It is obvious that to minimise (2.16),

\[ WA^H - Q_{ab}A^{-1} = 0. \]

Then

\[ W = Q_{ba}A^{-1}(A^H)^{-1} = Q_{ba}(Q_b)^{-1} \] (2.17)

From (2.17), the function that will minimise the MSE between the transmitted and the estimated signal depends on \( Q_{ba} \) and \( Q_b \) where \( Q_{ba} \) is equal to \( Q_aH^H \) and \( Q_b \) is equal to \( HQ_aH^H + Q_n \) for the general MIMO model in Subsection 2.2.2.

---

4  \( \text{tr}(\cdot) \) stands for the trace of a matrix, i.e., the summation of the diagonal elements of the matrix.

5  The Hermitian transpose is the conjugate transpose of a matrix.
2.3 Orthogonal Frequency Division Multiplexing

This section provides an introduction to OFDM transmission, providing all the necessary material to fully understand the proposed technique. Harada and van Nee in [2, 3] give a comprehensive study on multicarrier and OFDM systems.

Historically, OFDM was introduced in 1966 by Chang [32] but was originally hardly considered. Then due to its resistance to slow fading compared to Time Division Multiple Access (TDMA), and also to its simplicity of implementation, it has recently attracted growing interest. Its use was further increased due to the rapid growth in demand for wireless communication services such as live video transmission; mobile games; and various location-based services. These services require higher data rates compared to the data services (short message services) in the second generation (2G). In existing systems, data rates in excess of 1 Mbps are becoming available in the countries that use cdma2000, while Wideband Code Division Multiple Access (WCDMA) promises to provide up to 10 Mbps [33].

To satisfy the requirement for high data rates, various wireless technologies have been introduced to develop the existing 2G and third Generation (3G) cellular systems, and WLAN, which introduces future wireless communication systems such as beyond 3G (B3G) and includes 4G cellular systems. One of the main theoretical challenges is the bandwidth efficiency, which has a direct relationship to both the network and physical layers. Beside it could include powerful coding and modulation techniques, transmission adoption methods and antenna configurations [8, 34].

For B3G, researchers have increasingly attempted to extend the services available through wired communication systems to mobile wireless systems. These attempts have raised expectations that the development of broadband mobile communications is increasingly likely. For broadband multimedia mobile communication systems, it is necessary to use high bit rate transmissions of at least several megabits per second. The challenge is now to find novel solutions to counter the effects of transmitting
such a huge bit rate through a fading channel with considerable scattering. In addition, if digital data is transmitted at a rate of several megabits per second, the delay time of the delayed waves may exceed one symbol period. Delayed signals interfere with others, which negatively affect the signal. There are several ways to overcome this drawback. For example, using adaptive equalisation techniques at the receiver is one of the ways to equalise the received signal. However, in practice, achieving this equalisation at several megabits per second with compact and low cost hardware is quite difficult. One of the main effects of a mobile radio channel that is characterised by a multipath fading environment is the ISI. This outcome results from the delayed signals generated by the reflection, refraction or diffraction of the signal from terrain features such as trees, hills, mountains, vehicles, or buildings. The ISI causes a significant degradation of network performance. A wireless network must be designed in such a way as to minimise these adverse effects [1, 2].

To overcome such environmental multipath fading effects and achieve a wireless broadband multimedia communication system, it is possible to use a scheme based on OFDM. An OFDM system consists of a parallel data transmission scheme that reduces the effects of multipath fading and renders the need for complex equalisers unnecessary. This technique is essential to future mobile communication systems and WLAN systems such as ETSI BRAN in Europe, IEEE 802.11 in the United States, and ARIB MMAC in Japan [8, 34]. This is the reason behind choosing the OFDM modulation technique over single carrier modulation. The orthogonality in this technique is maintained by adding a cyclic prefix with length greater than the expected delay spread that can be easily implemented by using IFFT [35].

2.3.1 OFDM Historical Background

Chang in [32] expressed the basis for contemporary OFDM technique, initially by checking the possibility of transmitting a number of amplitude modulated signals through a band limited channel. The experiments concluded that main problem is to increase system throughput in order to reach the Nyquist rate (the theoretical maximum rate for any channel [36]).
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The signals used in orthogonal-multiplexed systems, such as sinc\(^6\) signals, are characterised by a wide frequency spectrum. However, these signals will cause an information distortion as a result of the filtering process, which occurs due to the transmission process through a band limited channel. To overcome these problems, Chang described a new type of signal - i.e., the band limited signals - without any distortion caused by transmission through such channels. Consequently, the ISI problem can be mitigated if the signals are correctly filtered. Also, depending on the number of symbols, he displayed whether or not the Nyquist rate can be achieved. This can be shown clearly from the following equation of overall throughput as [32]:

\[
R = \frac{2N_sBW}{N_s + 1}
\]  
(2.18)

where \( R \) is the overall data rate, \( N_s \) is the number of symbols used, and \( BW \) is the overall baseband bandwidth.

Saltzberg in [37] tried to generalise the proposed work of Chang in [32] by considering the importance of the transmission channel effects on the orthogonal multiplexed system's performance. He also analysed the effects of various channel deteriorations (such as the effect of phase offset, the introduction of delay distortion, and the results of adding amplitude distortion) on Chang's mathematical model. The result of this analysis was compared to the unimpaired model to be the first step towards the realisation of a practical, efficient and parallel channel digital communications system [37].

Two types of division multiplexing technique can be implemented in a parallel system: Frequency Division Multiplexing (FDM) and Time Division Multiplexing (TDM) system. As a comparison in accordance to the sensitivity toward wide-band impulse noise, the FDM system has an advantage over the TDM system [37]. Moreover, parallel transmission (FDM) avoids the dropping of the corrupted signal

\^[6\] In digital signal processing and communication theory, the normalised sinc function is commonly defined by sinc \((x) = \frac{\sin(\pi x)}{\pi x}\).
since it adaptively drops out the corrupted signals. In serial transmission (TDM), if the stream is corrupted, it might disable the whole system. These advantages led researchers into an interesting area, that of the parallel transmission system. Chang and Gibby performed a realisation of parallel systems by analysing the performance of a parallel transmission system under selected channel impairments (jointly considering practical design factors such as timing error, subcarrier phase offset and non ideal filter characteristics) [38].

Generating a parallel data signal can be achieved by arrays of oscillators (sinusoidal generators). In order to achieve the Nyquist rate, Chang in [32] increased the number of parallel channels (2.18) provided. Therefore, in order to satisfy the criteria set down by Chang; a receiver would not be commercially viable.

In 1969, this research area was reinvestigated with the discovery of the production of parallel data by using a Fourier transform. In [39] it was proved that the parallel data signal is similar to the passed serial data stream through a Fourier transform.

Chang’s work on this area was patented in 1970. He patented his theoretical model (due to technological constraints) as OFDM [40].

Following the work carried out in 1969 by J. Salz and S. Weinstein, a solution for the ease of generating a large number of subcarriers problems was suggested. This suggestion was based on a fact that parallel data signal is perfectly generated by applying the inverse of the Fourier transform on the original serial data. Concurrently, the demodulation process is attained efficiently by the Fourier transform process. Thus, the function of the modulation and demodulation process can be performed on a computer dedicated to performing the Fast Fourier Transform (FFT) and its inverse [41].

In [41], a modified version of the previous models [32, 37, 38] indicated that the sinusoidal components of the parallel data signal are truncated in the time domain. Due to this truncation process, the power density spectrum of the sinusoids consists of the squared sine shaped spectra as depicted in Figure 2.5. It should be remembered
that the discrete Fourier transform is still efficient in extracting the data. The figure also shows a negligible overlapping of the spectra, and the peak of the \((sinc(x))^2\) signal occurs at the null of the other \((sinc(x))^2\) signals. This characteristic ensures that no corruption will arise while orthogonality is attained by the correct adjustment of the tracing process.

Furthermore, Weinstein and Ebert in [41] continued to analyse the proposed system under the effects of various channel distortions. The results of this work showed that linear distortion delayed each carrier differently. Consequently, the signal must be analysed when all of the subcarriers are present to overcome the effects of linear distortion. Also, it was concluded that their proposed method did not maintain the orthogonality as in Chang’s system as well as only the real part of the Fourier transform was transmitted.

Based on the experiments performed in [42] it was concluded that the theoretical models proposed in [32, 37, 38] could possibly be transformed into a practical solution useful for commercial applications. Besides, the Digital Signal Processing (DSP) methods were being used to implement the \(N\)-point Fast Fourier Transform (FFT) where \(N\) is the number of subcarriers.
2.3.2 OFDM Basics

Contrary to single-carrier modulation schemes, multi-carrier modulation ones support high data rate applications. A high-rate serial data is divided into low-rate parallel data which modulates a set of subcarriers. Another advantage over single-carrier systems is that signalling intervals are much larger than that of an equivalent single-carrier system, and consequently the time-dispersive effects of a multi-path fading channel can be easily and efficiently reduced without requiring complex time-domain equalisation techniques.

2.3.2.1 OFDM Implementation

Multi-carrier modulation schemes initially relied on conventional FDM technology to transmit information on multiple carriers. At the transmitter, the spectra of different sub-carriers were assigned to non-overlapping frequency slots, and at the receiver, the individual sub-channels were retrieved using filters [37].

A new modulation technique which could be considered as a multi-carrier transmission technique is OFDM. In OFDM, the data stream is transmitted using several carriers instead of using one carrier. This means that a large number of orthogonal overlapping narrowband subcarriers are transmitted in parallel. Due to the use of OFDM, an efficient use of the available transmission bandwidth is maintained. These orthogonal subcarriers can be produced by either a bank of oscillators [2, 43] or by applying IFFT/FFT techniques on the transmitter/receiver [41].

2.3.2.1.1 Oscillator-Based

The structure of an oscillator-based OFDM transmitter is shown in Figure 2.6. $N$ consecutive complex data symbol modulates $N$ complex orthogonal subcarriers which are then added and transmitted. The frequency separation between adjacent subcarriers is equal to the inverse of the signalling interval $T$, which is the minimum frequency separation required to achieve orthogonality between two complex
subcarriers over a signalling interval of length $T$ [30]. For this frequency separation, there is a considerable overlapping between the spectra of the different subcarriers but the information can still be reliably recovered. An OFDM symbol is then given by the following figure [2]

![Figure 2.6: OFDM signal generation](image)

After the summation stage and D/A converter, the output of the transmitter is

$$S(t) = \sum_{k=0}^{N-1} \sum_{i=0}^{\infty} d_i(k) \exp(j2\pi f_i(t + \beta_i))$$ (2.19)

where $d_i$ is $i$-th input data, $f_i$ ($i = 0, 1, \ldots$) is the frequency of the $i$-th subcarrier given by $f_i$, and $\beta$ is initial phase on the subcarrier. For simplicity, let $\beta = 0$ and $f_i = i/(NT_d)$. The discrete form of (2.19) is then

$$s^m[-kT_d] = \sum_{i=0}^{N-1} d_i^m \exp(j2\pi i kT_d/NT_d)$$

$$s^m[k] = \text{IFFT}(d^m)$$ (2.20)

where $T_d$ is the time duration of the $i$-th input data from the $m$-th data block, $d_i^m$. It is well known that OFDM is very sensitive to frequency offset and phase noise that
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does Inter Carrier Interference (ICI). Accordingly, the orthogonality of subchannels in OFDM must therefore be guaranteed. This can be maintained by different methods such as by using time domain windowing [44]. The guard time and the windowing blocks are described later in Subsections 2.3.2.1 and 2.3.2.2. In a typical system, up- and down-conversion blocks would be presented at the transmitter and the receiver, respectively transforming the baseband signal to a bandpass signal and vice-versa.

At the receiver, either the received OFDM symbol is correlated with a local version of each complex subcarrier or a Fourier transform version is evaluated at frequencies \( n/T \), where \( n = 0, \ldots, N - 1 \). Orthogonality demands that the correlation between any two different complex subcarriers is zero. Therefore, the correlation operation yields the information conveyed in each subchannel without any ICI [44].

2.3.2.1.2 IFFT/FFT-Based

In [41], the authors have indicated that OFDM generation and detection can be achieved by employing an IFFT and a FFT at the transmitter and the receiver respectively. An oscillator-based OFDM system includes a bank of oscillators both at the transmitter and the receiver, and hence is hardware intensive. Thus the IFFT/FFT based implementation is highly preferable [41].

Referring to (2.20), the OFDM signal generation is shown in Figure 2.7. The OFDM symbol can be generated by conveying the IFFT of the input data in each subcarrier.

![Figure 2.7: IFFT based OFDM signal generation](image)
In order to yield the continuous-time signal from the discrete-time signal, the required oversampling cannot be practically achieved by taking $N$ samples per OFDM symbol. Figure 2.8 shows the spectrum of a nonoversampled IFFT output. It is obvious that a filter with a realistic passband-to-stopband transition region cannot be used to recover the continuous-time OFDM symbol from its samples. The solution is to increase the sampling rate to the $m$-Nyquist rate, where $m$ is a positive integer number. Therefore, the zero padding technique is used to fulfil the required sampling rate, as shown in Figure 2.9 [2]

![Figure 2.8: Spectrum of a non-oversampled IFFT output](image)

Essentially, $N' > N$ point IFFTs/FFTs are used at the transmitter/receiver to generate/detect an $N$ subcarrier OFDM symbol. Upon OFDM generation the last $N' - N$ IFFT input values are set to zero, and upon OFDM detection the last $N' - N$ FFT output values are discarded.
2.3.2.2 Guard Time (Cyclic Prefix and Zero Padding)

OFDM has an advantage over single carrier modulation in handling multipath delay. Dividing the input data stream into $N$ subcarriers reduces the symbol duration. By transmitting information on $N$ subcarriers, the symbol duration of an OFDM signal becomes $N$ times longer than the symbol duration of an equivalent single carrier signal. Accordingly, ISI effects induced by linear time dispersive channels are minimised. To eliminate ISI completely, a guard time is introduced for each OFDM symbol with duration longer than the duration of the impulse response of the channel [41]. The guard time may consist of a cyclic prefix, or it may be replaced by zeros to form the zero padding guard time [45, 46]. The total symbol duration is $T_{\text{Total}} = T_s + T_g$, where $T_s$ is the symbol time and $T_g$ is the guard interval time. When the guard interval is longer than the channel impulse response, or the multipath delay, the effect of ISI can be eliminated. Furthermore, the ratio of the guard interval to the useful symbol duration is application-dependent [2].

Cyclic extension of an OFDM symbol is shown in Figure 2.10. Note that in the presence of linear time dispersive channels, an appropriate guard time avoids ISI but not ICI unless it is cyclically extended. At the transmitter, the last $T_g$ samples of the IFFT output are inserted at the start of the OFDM symbol, while the first $T_g$ samples are discarded at the receiver. Moreover, the duration of the useful part of an OFDM symbol is equal to $(T_{\text{Total}} - T_g)$, and hence the subcarrier spacing is equal to $1/(T_{\text{Total}} - T_g)$ [47].

The guard time will prevent overlapping with the transmission of $s(k+1)$ as shown in Figure 2.10. Moreover, by copying the last $T_g$ from $s(k)$ to be attached at the beginning of $s(k)$, $r(k)$ will be independent of $s(k-1)$ in the cycle convolutional process [48].

The frequencies used in OFDM are regularly spaced in the spectrum required, so the time domain signal $s(k)$ has to be limited in the frequency domain. For this reason a spectrum limitation must be provided by the convolution between the signal and a
window function that has a spectrum bounded exactly on the required one \([48]\). As example, windowing each OFDM symbol by a raised cosine window \([2]\).

\[
\text{s}'(k)
\]

\[
\text{s}(k-1) \quad \text{Guard Time} \quad \text{s}(k) \quad \text{Guard Time} \quad \text{s}(k+1)
\]

Figure 2.10: Principle of the Cyclic Prefix.

Assuming a two-path channel, this is to evaluate the basic operation of the cyclic prefix. Two replicas of the transmitted OFDM signal are combined to form the received signal. As a channel effect, the received OFDM signal possibly attenuated and delayed with respect to itself. Figure 2.11 shows the principle of an ordinary guard time whose duration is longer than the two-path channel relative delays. In this case, the sum of any two multipath components corresponding to a particular OFDM subcarrier over the FFT “integration time” does not yield a sine wave. Hence, ICI occurs at the output of the receiver’s FFT \([41]\).

A cyclically extended guard time, with duration longer than the two-path channel relative delay, is shown in Figure 2.12. In this figure, the ICI is eliminated. Over the \(T_{\text{Total}}\) the sum of any two multipath components corresponding to a particular OFDM subcarrier yields an attenuated/phase rotated version of the same subcarrier \([48]\).

Specifically, the amplitude/phase rotation of the \(n\)-th complex data symbol corresponds to the amplitude/phase of the frequency response of the two-path channel evaluated at the \(n\)-th subcarrier frequency.
An obvious problem of the cyclic prefix OFDM system is that the transmitted symbols cannot be recovered, even in absence of noise, when some channel zeros are located on subcarriers. Thus, it has been recently proposed to replace the cyclic prefix by the padding of zeros. As shown in Figure 2.13 [46, 49]
To guarantee the retrieval process of $s(k)$, the zeros at the end of $s(k)$ leads to a larger number of observations of $r(k)$ than the number of $s(k)$. In Figure 2.10, $s'(k)$ denotes the new symbol after the insertion of the guard time [49].

### 2.3.2.3 Windowing

As shown in Figure 2.6, the OFDM signal contains a number of subcarriers. This is a vital factor in determining the OFDM signal shape. For an infinite number of subcarriers, the OFDM spectrum exhibits the ideal brick-wall characteristic, while it has a relatively slow decay for a known number of subcarriers, according to a sinc() function. The spectrum of an OFDM signal with a known number of subcarriers causes interference to users of adjacent frequency bands [2].

According to [2, 41], a raised cosine window is often used to allow the amplitude of an OFDM symbol to go smoothly to zero at the symbol boundaries. The raised cosine window is given by
where $\beta$ is the raised cosine window rolloff factor and $T_{\text{Total}}$ is the OFDM symbol duration. Figure 2.14 shows the time structure of a windowed OFDM signal.

As shown in Figure 2.14, the last “$T_g$” samples of the IFFT output are inserted at the start of the OFDM symbol and the first “$\beta T_{\text{Total}}$” samples of the IFFT output are inserted at the end of the OFDM symbol. Subsequently, the OFDM symbol is multiplied by the raised cosine window. Finally, the signal is upconverted to be transmitted. Multipath fading and AWGN contaminate the transmitted OFDM signal. At the receiver, the received signal $r(k)$ is filtered by a band pass filter, which is assumed to have a sufficiently wide pass band to introduce only negligible distortion in the signal. An orthogonal detector is then applied to the signal at the point of down conversion to the IF band. Then, the first “$T_g$” samples and the last “$\beta T_{\text{Total}}$” samples of the OFDM symbol are discarded. After that, the FFT technique is applied for the received signal. This process will obtain the Fourier coefficients of the signal in observation periods [2].

### 2.3.3 OFDM Communications Systems Elements

Figure 2.15 depicts the principal elements of the conventional OFDM communication system. It is meant that the OFDM system is without multiple antenna technology.
Subsection 2.3.2.1 introduces the role of OFDM implementation, guard time and windowing. In this section, the other elements of the OFDM communication system: encoders/decoders, and modulator/demodulator techniques are considered.

2.3.3.1 Coding/Decoding

During the transmission and reception process, the received symbol is an attenuated and phase shifted version of the transmitted symbol, where the attenuation and phase shift are given by the frequency response of the channel evaluated at the subcarrier frequency assigned for this symbol. According to a Rayleigh distributed channel, some subcarriers will be amplified whereas and others attenuated, resulting in high and low SNR based decisions at the receiver. In the presence of Rayleigh fading, the error rate decreases inversely with SNR whereas in the absence of this fading, the error rate decreases exponentially with the SNR [30].

Channel coding techniques are used to correct errors in the received data. In OFDM with channel coding, the correctly received data of the relatively strong subcarriers...
corrects the erroneously received data of the relatively weak subcarriers. For this purpose, a number of channel coding schemes have been proposed for OFDM applications, such as convolutional codes and turbo codes [2, 43].

Coding techniques are therefore exploited to provide a link between independently fading time slots and subchannels so that the information conveyed by well-received subcarriers corrects the information conveyed by fading subcarriers [2].

2.3.3.2 Modulation/Demodulation

After encoding the bits to be conveyed by a specific OFDM time slot and subcarrier, they are mapped to a convenient modulation symbol at the receiver, the received modulation symbols are demodulated before decoding. This yields the bits conveyed in their own OFDM time slot and subcarrier.

Examples of this modulation technique include M-ary phase shift keying (M-PSK) or M-ary quadrature amplitude modulation (M-QAM), where groups of $\log_2 M$ bits are mapped to a particular point in an M-PSK or an M-QAM signal constellation. As an example, Figure 2.16 illustrates Gray coded 16-PSK and 16-QAM signal constellations. In this figure, binary digit words assigned to adjacent symbol states differ by one binary digit only [2].

![Gray coded 16-PSK and 16-QAM signal constellations.](image)

Figure 2.16: Gray coded 16-PSK and 16-QAM signal constellations.
The constellation level of the modulation technique plays a vital role in some communication systems. In any modulation technique, the modulated signal is quantised in both its in-phase and 90° components. The set of possible combinations of different values is defined by the constellation. Different modulation types can be used in accordance with the relationship between the constellation size and the power. For single carrier systems with equalisers, the performance degrades abruptly if the delay spread exceeds the threshold value of the equaliser. The error propagation causes an increase in the bit error probability; therefore, introducing a lower coding rate or a lower constellation size does not significantly improve the robustness of delay spread. On the contrary, the nonlinear effects of error propagation vanish in the OFDM system. Moreover, lower coding rates and constellation sizes can be employed to provide fallback rates that are significantly more resistant towards delay spread. This enhances the coverage area and prevents non-connectivity [2].

2.3.4 OFDM Drawbacks

Sensitivity to nonlinear devices and synchronisation are the two major problems being faced by OFDM transmission. The nonlinear devices such as HPA clip the amplitudes of OFDM signals containing greater power levels than its own range, causing the adjacent channel interference problem. In the OFDM link, orthogonality must be maintained amongst the subcarriers in order to avoid synchronisation problems. There are a number of factors which cause this problem including timing jitter, frequency offset, subcarrier phase jitter and sampling clock frequency offset. In this work, the focus will be on issues related to the sensitivity of nonlinear devices, by tackling high PAPR values. This directly relates to sensitivity to nonlinear devices. The reader could refer to [21 for a more detailed survey of the synchronisation problem.

2.3.4.1 Sensitivity to Nonlinear Devices

The OFDM signal has a variable envelope [50], indicating sensitivity to nonlinear devices as a major OFDM disadvantage. An OFDM signal consists of a number of independently modulated subcarriers, which can produce a high PAPR when added up
coherently with the same phase, sometimes reaching up to $N$ times the average power where $N$ is the total number of subcarriers. The PAPR value can be very high in certain input sets of samples and can cause the system to enter a non-linear mode of operation [51].

The signal with high PAPR values will suffer from different problems if it passes through nonlinear devices, such as converters, mixers, and power amplifiers [48]. These problems are:

- significant spectral spreading and in-band distortion causing intermodulation among different subcarriers
- undesired out-of-band radiation
- quantisation noise, affecting the system's performance

These problems result in increased system complexity and reduced power amplifier efficiency. This deficiency can be mitigated by a number of techniques proposed for tackling the PAPR problem. These include amplitude clipping; clipping and filtering; coding; and multiple signal representation techniques. It has been shown [6] that amplitude clipping leads to an increase in the BER, while coding schemes decrease the net bit rate.

Generally, these techniques achieve PAPR reduction at the expense of an increase in transmitted signal power, BER, data rate loss, and computational complexity [4, 5, 7, 52-58]. This subsection will be covered in details in Section 2.4.

2.3.4.2 Synchronisation

The transmitter of a digital communication system contains a clock that indicates the timing instants at which the data symbols must be transmitted [48]. In addition, the transmitter contains a subcarrier oscillator that is necessary for the up conversion of the data carrying baseband signal to the bandpass signal. At the receiver, the received bandpass signal is down converted using a local subcarrier oscillator. The resulting signal is sampled at timing instants determined by the receiver clock [59]. Therefore,
at the receiver, the sampling process must be carried out in order for the correct sequence to recover the received data on the subcarriers. This problem is caused by various factors, such as frequency offset and phase noise. An increased guard interval between OFDM subcarriers could reduce this problem as shown by [2]. Moreover, different techniques are proposed in the literature to tackle synchronisation deficiency, such as timing recovery [60], blind equalisation, and tone reservation [61, 62].

Differences between the transmitter and receiver local oscillators will result in frequency offset, causing ICI and degrading the orthogonality of subcarriers. For more details, the reader could refer to [2, 63, 64].

A local oscillator in a receiver introduces phase noise. It can be interpreted as a parasitic phase modulation in the oscillator's signal, especially when the oscillator line width is much smaller than the OFDM symbol rate. The phase noise could have two effects; a Common Phase Error (CPE) due to the rotation of the signal constellation, and ICI [2]. The CPE can be rectified by using reference information within the same symbol. Unfortunately, ICI is more difficult to overcome due to the additive noise, which is different for all subcarriers. This difference can be interpreted as a loss of orthogonality [48].

A general model capable of making accurate, quantitative predictions about phase noise is introduced in [58]. For different types of electrical oscillators, this model acknowledges the true periodically time-varying nature of all oscillators.

2.4 The PAPR Problem

As has been described earlier in this chapter, multi-carrier signal large envelope fluctuations cited as a major drawback of OFDM since all practical transmissions systems are peak-power limited. Therefore, designing any system to operate in a linear region often implies operating at average power levels below the maximum power available.
Additional nonlinear distortion must be allowed in order to avoid operating the amplifiers (nonlinear devices) with extremely large back-offs occasional saturation of the power amplifiers or clipping in the DAC. This will create inter-modulation distortion that increases the bit error rate in standard linear receivers, also causing spectral widening of the transmit signal that increases adjacent-channel interference to other users. The focus of this section is to introduce the problem of PAPR and provide most of the necessary background information for understanding the subsequent chapters [2].

The next subsection elaborates on the fluctuating envelope phenomenon. The statistical properties of PAPR are covered in section 2.4.2, while Section 2.4.3 will cover the effect of this phenomenon on system performance. Section 2.4.4 will review some of the conventional techniques to tackle PAPR that have been proposed in the literature.

2.4.1 PAPR Concepts

Typically, PAPR quantifies the signal's fluctuating envelope. The PAPR of a signal \( s_n \), where \( \tau \) represents time index shown in (2.19) is defined in [2] as:

\[
PAPR\{s_\tau\} = \frac{\max_{\tau \in T} |s_\tau|^2}{E\{|s_\tau|^2\}}
\]  

(2.22)

where \( \max_{\tau} |s_\tau|^2 \) denotes maximum instantaneous power (i.e., the instantaneous power is defined by the maximum of squared absolute value of the sample at each time index), \( E\{|s_\tau|^2\} \) denotes the average power of the signal and \( \tau \in T \) is the interval over which the PAPR is evaluated. Moreover, \( s_\tau \) can be replaced by the full definition of an OFDM symbol, (i.e. OFDM symbol with cyclic prefix, and zero padding, or the over-sampled OFDM symbol). Throughout this thesis, 'PAPR' will refer to baseband
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PAPR. For the passband transmission, the transmitted multi-carrier signal denoted by $S(t)$ which is modulated onto a carrier frequency $f_c$,

$$S_{PB}(t) = \text{Re} \{ S(t) e^{j2\pi f_c t} \}$$

$$= \text{Re} \{ S(t) \cos(2\pi f_c t) \} - j \text{Im} \{ S(t) \sin(2\pi f_c t) \}$$

$$= S_I(t) \cos(2\pi f_c t) + S_Q(t) \sin(2\pi f_c t)$$  \hspace{1cm} (2.23)

Since the carrier frequency is usually much higher than the signal bandwidth, the maximum of the modulated signal is the same as the maximum of the baseband signal. As an example for a QAM modulated signal $x(t)$, the average power of the imaginary and the real parts are defined as $E[|x_I(t)|^2] = E[|x_Q(t)|^2] = \frac{1}{2} E[|x(t)|^2]$. From (2.23) the average power can be written as

$$E[|S_{PB}(t)|^2] = \frac{1}{2} E[|S_I(t)|^2] + \frac{1}{2} E[|S_Q(t)|^2] = \frac{1}{2} E[|S(t)|^2]$$  \hspace{1cm} (2.24)

Thus, passband PAPR is roughly twice the baseband PAPR. Moreover, since the cyclic prefix is just a replica of the last samples from the OFDM symbol, it does not change the average or peak power, therefore, (2.24) will remain the same with or without the cyclic prefix [2].

2.4.2 Statistical Properties for PAPR

For simplicity, assuming the input data to the OFDM modulator is i.i.d with zero mean and unit variance. From (2.19), the resultant OFDM symbol samples with large values of $N$ are i.i.d Gaussian random variables with zero mean and unit variance as each sample is a linear combination of Gaussian random variables [65]. The Cumulative Distribution Function (CDF) of random variable PAPR $\{s^m[k]\}$ has a simple closed form distribution as follows [66].
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It can be inferred from Figure 2.17 that the symbol PAPR lies below 15 dB in the symbol size.

2.4.3 The Power Problem and the System Performance

The symbol CDF of \( \text{PAPR} \) \( s'[k] \) is

\[
\Pr \{ \text{PAPR} \{ s'[k] \} < \rho^2 \} = \Pr \{ \frac{s'[0]^2}{E[s'[k]^2]} < \rho^2, \ldots, \frac{s'[N-1]^2}{E[s'[k]^2]} < \rho^2 \} = [\Pr \{ \frac{s'[k]^2}{E[s'[k]^2]} < \rho^2 \}]^N
\]

(2.25)

where, \( s'[m] \) is the \( m \)-th OFDM symbol as defined by (2.19), \( \rho \) is a PAPR threshold. For real multi-carrier case, the symbol CDF of \( \text{PAPR} \{ s[m][k] \} \) is

\[
\Pr \{ \text{PAPR} \{ s[m][k] \} < \rho^2 \} = (1-2Q(\rho))^N
\]

(2.26)

The Complementary CDF (CCDF) is

\[
\Pr \{ \text{PAPR} \{ s[m][k] \} > \rho^2 \} = 1-(1-2Q(\rho))^N
\]

(2.27)

where \( Q() \) is the error function, where the standard normal cdf can be expressed in terms of it.

![Figure 2.17: CCDF of OFDM symbol for N= 256, 512, 1024, and 2048.](image-url)
It can be inferred from Figure 2.17 that most of the symbols have a PAPR less than 15 dB, and that statistical PAPR does not increase significantly with increased symbol size.

### 2.4.3 The Power Problem Effect on the System Performance

As mentioned earlier in Section 2.3, the OFDM system concept appears to be rather appealing due to the simple equalisation and efficient signal processing. However, an OFDM system is very sensitive to nonlinear components in the transmission path, such as DAC, mixers and HPA. Due to this, the OFDM subcarriers add up at a time which causes large fluctuations of the signal envelope [2].

These nonlinear devices introduce an amount of distortion depending on it is maximum output power and the average energy of it is input data. Two main parameters defined for the nonlinear devices are Output Back-Off (OBO) and Input Back-Off (IBO) [67]. These two terms are defined in [67] as follows

\[
OBO = 10\log_{10}\left(\frac{A^2}{E|\gamma|^2}\right) \text{ dB} \tag{2.28}
\]

where \(A^2\) is the maximum output power and \(E|\gamma|^2\) is the average power of the output data. On the other hand, IBO is defined by

\[
IBO = 10\log_{10}\left(\frac{A^2}{E|x|^2}\right) \text{ dB} \tag{2.29}
\]

where \(E|x|^2\) is the average power of the input data. These two powers are considered equal values if the multi-carrier signal operates in the linear region of the device [67].

Two main problems, the PSD degradation and increment of Symbol Error Rate (SER) are experienced by the system when the transceiver signal suffers from nonlinear distortion.
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The impact on PSD is described as the spectral regrowth phenomenon. The output of nonlinear devices will suffer from intermodulation distortion resulting in energy being generated at frequencies outside the allocated bandwidth. It is known that users in different applications share the spectra among them, requiring a large clip level value (IBO) or alternatively a filter after the nonlinear device. However, the transmit power is usually lowered at the expense of increasing BER [68].

The SER is one of the common performance measures used to assess the communication link. Denoting the estimated information symbols as $\hat{c}_i$, then the average symbol error probability is given by

$$\text{SER} = \frac{1}{N} \sum_{i=0}^{N-1} \text{SER}_i$$

(2.30)

where $\text{SER}_i = \Pr(c_i \neq \hat{c}_i)$, is the $i$-th subcarrier SER. For standard channels like AWGN or Rayleigh fading multipath fading channel explicit formulas of SER are known. For a detailed information about these formulas, the reader can refer to [68].

A practical trade off between SER and power efficiency must be found. A common measure for trading SER to clipping and power efficiency is the total degradation. To meet a certain target of SER, the sum of the energy per bit and the OBO due to clipping must be minimised [69].

A transmission, which is free from any distortion, requires linear operation over a range of $N$ times the average power, which prevents power efficient operation of the high power amplifiers and reduces the system efficiency [2]. Thus, some techniques of peak power reduction are desirable.

2.4.4 PAPR Reduction Techniques

PAPR concept, its statistical properties and its effect on system performance were defined in the previous subsections. This subsection describes some of the most interesting techniques proposed for PAPR reduction.
The use of OFDM began more than two decades ago. However, techniques for PAPR reduction were not proposed until the mid 90's, and they have been extremely prolific [70].

The classification of work since the mid 90's is difficult to summarise in a few pages without leaving some interesting areas out of the picture. The following outline of all these efforts covers the major methods. These methods are classified into PAPR reduction with and without distortion.

In the former classification, the transmitted symbols are distorted and the transmitter is not designed for the maximum PAPR range although the decoded BER is degraded. This set of techniques will be described in more detail in Subsection 2.4.4.1. The latter classification reduces the symbol PAPR prior to the nonlinear device without increasing the BER. These methods will be described in Subsection 2.4.4.2 and typically achieve lower PAPR at the expense of a reduced data rate.

2.4.4.1 PAPR Reduction with Distortion

Clipping is a simple technique applied to the affected OFDM symbol by PAPR. It clips the affected signal at the transmitter to the desired power level. The operation is implemented on discrete samples prior to DAC or by designing the DAC and/or amplifiers with saturation levels that are lower than the signal dynamic range. This approach is widely used, although it is known to degrade the received SER and to increase out-of-band radiation [71].

Multi-carrier signal degradation, due to nonlinearities, has been detailed in a number of publications. Some of these explanations apply to real signals and others to complex ones. As an example, in [71, 72] Mestdagh and Gross were proposed a work to reduce PAPR for real multi-carrier signals, while O'Neill and Lopes in [73] were quantified the PAPR problem for passband multi-carriers signals.

The main assumption for all works (either for real or complex signals), is that, nonlinearity is an ideal soft limiter, after the SNR degradation and the PSD of the
clipped/limited signal is computed. Due to the clipping process, the out of band radiation increases; this is reduced by applying filtering after the clipping technique. Unfortunately, filtering after HPA can be very costly. In practice, clipping and filtering is done prior to HPA, but in this case, the PAPR can significantly increase after filtration [74].

This can be overcome by the alternative method of peak windowing [75, 76]. The clipping operation will reduce out-of-band radiation at the expense of increasing BER.

Chow in [77] proposed a new technique to help in reducing BER which is denoted by shaped clipping. This technique is applicable for some special applications specifically when the channel exhibits a known structure. In this case, the clip noise can be shaped to reduce BER.

Unfortunately, in a general channel, the determinant effects on BER can not be mitigated. For this purpose error correction codes are used. Data rate reduction and complexity at both ends as well as increased overall delay of the system are the by-products of a general channel structure.

2.4.4.2 Distortionless PAR Reduction

This subsection details methods that reduce the symbol PAPR prior to the nonlinear device without increasing BER. These techniques are classified into two main categories; coding, and optimisation.

2.4.4.2.1 Coding

In the early 90s Popvic [69] showed that a low PAPR, 3dB, can be achieved for baseband complex symbols generated by Golay complementary sequences\(^7\). After

---

\(^7\) Complementary sequences were introduced by Marcel Golay in 1949 in the context of infrared spectrometry.
that, in [78, 79] van Nee and Davis have done a further studies of the coding methods revealed that these codes can only be applied to M-ary PSK data and are not applicable for $N > 32$, where $N$ is the total number of subcarriers, however, this coding methods provide error correction capability.

Further studies in [70, 80, 81] were performed to study these coding techniques. These methods yield large PAPR reductions at the expense of minimal data rate loss, and an increase in system complexity. The authors discovered an exponential relationship between finding suitable codewords and the number of subcarriers. As an example, if there are 32 subcarriers with a 16-QAM modulation technique, then there are $10^{18}$ stored symbols, a discovery which leads to other possible ways to tackle effect of the PAPR on the system performance.

2.4.4.2.2 The Signal Optimisation

The reduction techniques include two types of methods: discrete and continuous signal representations. In discrete signal representations, a limited number of possible transformations of the symbol can describe PAPR reduction techniques. In this type of techniques two main conditions must be maintained to guarantee its practical implementation; the representation process must be reversible, and the error rate must be allocated within acceptable limits. The main drawback for this kind of technique is that the transformation chosen at the transmitter must be communicated to the receiver. Thus, the overhead data problem appears and needs to be tackled [77].

As an example, most of these techniques attenuate the symbol with a high envelope greater than a determined threshold [77, 82]. These kinds of techniques are the simplest but, as a compromise, the SER increases due to scaling the SNR at the receiver. In order to combat this problem, the researchers have proposed a pseudo-random transformation process based on the phase shifts of the data symbols, such as selective scrambling techniques [83]. The limitation of these techniques is that IFFT must be recalculated for each phase transformation. This will increase transmitter complexity proportional to the total number of transformations, forcing researchers to
propose a structured phase transformations to avoid this large complexity, such as selected mapping and partial transmit sequence techniques [57, 84, 85].

Because of using these structured phase transformations, mathematical properties of the IFFT are exploited, leading to savings in recomputing IFFT for each transformation of the OFDM symbol are made. Moreover, the complexity decreases at the expense of PAPR reduction since the transformed symbols are dependent on the original symbol. This saving in complexity could vanish by using a larger set of transformations to achieve the same PAPR reduction [85].

For continuous signal representations, reduction techniques can be described by a set of parameters that must be optimised. A simple optimisation scheme is that of trying each possible combination of optimisation parameters and selection of the parameter leading to the smallest PAPR. The drawback of this simple scheme is that its computational complexity is of the order $e^N$, rendering it unfeasible for large $N$ [86].

In conclusion, the techniques already used to tackle the PAPR problem are divided into two groups, one of which suffers from a high degree of computational complexity, while the other does form an increase in BER. In Chapter 4 the new technique (NTRPT) is described, which yields significant PAPR reduction with a computational complexity formula of the first order.

### 2.5 Summary

This chapter provided the reader with the needed material to understand the remaining chapters. It is divided into three subsections to cover the three main parts of the proposed system; NTRPT-MIMO-OFDM.

Section 2.2 introduced the MIMO technique to cover the MIMO channel, and the MIMO system's basic components with different MIMO techniques. To summarise the optimum performance could be achieved with full diversity, but only at the expense of decoding complexity. The complexity of such a receiver grows exponentially with the size of the spatial and temporal dimension.
Section 2.3 presented the principal ideas behind OFDM used throughout this thesis. The section began with a discussion of the basic principles of OFDM, including the implementation of OFDM communication system elements (such as the FFT-based implementation of an OFDM transceiver), the guard time (cyclic prefix or zero padding) and a review of windowing. The drawbacks of OFDM then reviewed, particularly, introducing the effects of synchronisation errors and non-linear distortion on an OFDM signal.

Section 2.4 overviewed one of the major drawbacks of the OFDM systems (PAPR). The section also covered the main conventional techniques in the literature. For simplicity, the techniques were further divided into two main groups: distortion and distortionless techniques.
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3. MIMO: Channel Modelling

3.1 Introduction

Section 2 of the previous chapter covered the main schemes proposed for MIMO technology, which they offer variety trade-offs between capacity capabilities and the BER (when they combined with corresponding receiver techniques). In Section 3.1, the capacity of MIMO channels is determined. The BER for the ZF and the MMSE is linked with the SNR in Section 3.2.

As mentioned in the previous chapter, it is important to have a good MIMO channel model, which should cover a range between the best and worst cases, such as the effect of spatial fading correlation. In Section 3.3, a simple MIMO channel is proposed to study the effect of spatial correlation on channel capacity.

3.2 The MIMO Systems Capacity

A main factor that makes MIMO systems preferable over SISO systems is capacity, defined here as the maximum rate of information without any changes at the receiver. An important issue that must be mentioned here is that MIMO systems' capacities are based not only on the fading statistics (as for SISO systems) but also on the spatial correlation coefficient. Nevertheless, both of them can approach maximum capacity boundaries obtained from information theory by a proper design of both of the coding and decoding techniques.

Starting from the channel transfer matrix proposed in [87], its impact can be written based on the Singular Value Decomposition (SVD) as
where \( x \) is the received signal; from the definition of SVD; with the \( UDV^H \) equal to the channel transfer matrix, \( H \); \( D \) is an \( M \times N \) dimensional matrix having the square root of the nonzero eigenvalues of \( HH^H \) or \( H^H H \) [88] on its diagonal; and \( U \) and \( V \) are the unitary matrices with dimensions \( M \times M \) and \( N \times N \); \( a \) denotes the transmitted signal; and \( n \) is the added noise. The nonzero eigenvalues must be less or equal to a minimum number between \( N \) and \( M \).

In order to simplify (3.1), multiply the overall received signal by \( U^H \) and sending \( a' \) instead of \( a \), where \( a' = V a \). The received signal, \( b \), will be written as

\[
b = U^H x = U^H UDV^H V a + U^H n = D a + n'
\]

This achievement is based on the fact that the unitary matrices, whose rows and vectors have an orthonormal basis while keeping in mind that a space rotation results in the multiplication of any matrix by a unitary matrix. In [89], the equivalence of \( H \) consists of \( N_k \) parallel spatial subchannels with the \( k \)-th eigenvalue, \( \lambda_k \), as a gain for the \( k \)-th subchannel. This can be derived from (3.2) for the \( k \) component notations as

\[
b_k = \lambda_k^{1/2} a_k + n_k'
\]

Figure 3.1 shows the equivalence representation of (3.3).
From the figure shown above, the capacity can measured according to the spatial subchannels, since they are the parallel paths that are allocated to send the data in the same allocated bandwidth. Making use of Shannon’s capacity formula [90], the capacity, $C$, can be defined as [89]

$$C = \sum_{k=1}^{N_k} \log_2(1 + \rho_k |h_k|^2) = \sum_{k=1}^{N_k} \log_2(1 + \lambda_k \frac{\sigma_k^2}{\sigma_n^2}), \text{bits/s/Hz}$$ (3.4)

where $\rho_k$ is the average SNR at the $k$-th logical Rx antenna, the transfer function of the $k$-th subchannel is $h_k$, and $\sigma_k^2$ is the power allocated to the $k$-th subchannel. Thus, capacity depends on the power allocated per channel. Moreover, the capacity increases linearly with $N_k$ when there are equal values for gains $\lambda_k$ and a uniform power allocation.

From (3.4) and the consequence that the capacity depends on the power allocated per channel, the two common types of capacities, open-loop and closed-loop, can be defined.

The closed-loop scenario exists when the transmitter has the knowledge of the CSI. An optimal feedback with zero delay is assumed. Perfect knowledge of the channel matrix at the transmitter gives the choice of optimal distribution of the total available power $P_t$ among $N$ transmitting antennas [87, 91].

To calculate the capacity formula in this case the information theory and its definition of capacity will be used as starting point. Since capacity is maximum mutual information, let the mutual information, $I$, between transmitted vector $a$ and received vector $b$ be expressed as:

$$I(a;b) = H(b) - H(b/a) = H(b) - H(n)$$ (3.5)

where $H(.)$ denotes entropy. Maximising (3.5) is related to maximising $H(b)$, according to [87], the Gaussian distribution of a complex multivariate $y$ has the
largest entropy. The entropy of this complex multivariate normal distribution is given by:

\[ H(y) = - \int p(y) \log_2 (p(y)) \, dy \]  

(3.6)

where \( p(y) \) is the pdf of a complex multivariate normal distribution \( y \) with covariance matrix \( Q_y \) and mean \( \mu_y \). This pdf is given in [92] by

\[ p(z) = \det(\pi Q_z)^{-1} e^{(z^{H} \cdot \mu_z)} H_{Q_z}^{-1} (z^{H} \cdot \mu_z) \]  

(3.7)

Thus, the capacity can be expressed as

\[ C = \max(I(a; b)) = \max(H(b) - H(n)) \]  

(3.8)

From (3.6) and (3.7), and making use of the fact that \( a^H b = \text{tr}(ba^H) \) (where \( \text{tr}(\cdot) \) stands for the trace of a matrix - i.e., the sum of diagonal elements of the matrix), the entropy of \( y \) is calculated as

\[ H(y) = - \int p(y) \log_2 (\det(\pi Q_y)^{-1} e^{(y^{H} \cdot \mu_y)} H_{Q_y}^{-1} (y^{H} \cdot \mu_y)) \, dy \]  

(3.9)

\[ = \log_2 (\det(\pi Q_y)) + (\log_2 e) \int p(y)(y^{H} \cdot \mu_y) H_{Q_y}^{-1} (y^{H} \cdot \mu_y) \, dy \]

\[ = \log_2 (\det(\pi Q_y)) + (\log_2 e) \text{tr}(E [Q_y Q_y^{-1}]) \]

\[ = \log_2 (\det(\pi Q_y)) + (\log_2 e) \text{tr}(I). \]

\[ = \log_2 (\det(\pi e Q_y)) \]

From (3.9) and \( Q_n = \sigma_n^2 I_M \), the capacity can be denoted as

\[ C = \log_2 (\det(\pi e Q_n)) - \log_2 (\det(\pi e Q_n)) \]

\[ = \log_2 (\det(\pi e(Q_n + H Q_n H^H))) + \log_2 (\det(\pi e Q_n)^{-1}) \]  

(3.10)
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\[ = \log_2 \left( \det \left( I_M + \frac{1}{\sigma_n^2} HQM_H \right) \right) \text{bits/s/Hz} \]

Foschini and Goldsmith in [13, 93] also derived a capacity formula similar to that achieved in (3.10). To achieve the closed-loop capacity from (3.10), \( \text{tr}(Q_a) \) must be smaller or equal to \( P_t \). Thus,

\[ C_{cl} = \log_2 \left( \det \left( I_M + \frac{1}{\sigma_n^2} HQM_H \right) \right) \]

\[ = \log_2 \left( \det \left( UU_H + \frac{1}{\sigma_n^2} UDV^HQ_aV^D^H \right) \right) \]  

(3.11)

\[ = \log_2 \left( \det \left( I_M + \frac{1}{\sigma_n^2} D^VQ_aV^D^H \right) \right) \text{bits/s/Hz} \]

If CSI is not known at the transmitter, (3.11) can be re-written to express the second type (i.e., the open-loop), providing [13] that the optimal transmit strategy is to distribute the available power uniformly over the transmit antennas. Thus, \( Q_a = \frac{P_t}{N} I_N \), which leads to

\[ C_{ol} = \log_2 \left( \det \left( I_M + \frac{P_t}{N \cdot \sigma_n^2} HH_H \right) \right) \text{bits/s/Hz} \]  

(3.12)

Figures 3.2-3.5 depict the ergodic capacity as a function of SNR. The ergodic capacity is determined for 10,000 realisations of \( H \) to cover most examples cases of a real life channel. The realisations of \( H \) are assumed to be i.i.d. circularly-symmetric complex Gaussian distributed. The number of nonzero eigenvalues of \( HH_H \) or \( H_HH \) for this type of channels equal \( N_k = \min \left( N,M \right) \).
Figure 3.2: Ergodic channel capacity for different MIMO configuration and a correlation coefficient equal to 0.

Figure 3.3: Ergodic channel capacity for different MIMO configuration and a correlation coefficient equal to 0.6.
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Figure 3.4: Ergodic channel capacity for different MIMO configuration and a correlation coefficient equal to 0.8

Figure 3.5: Ergodic channel capacity for different MIMO configuration and a correlation coefficient equal to one
From these figures, the ergodic capacity has a direct relationship with the number of antennas and an inverse relationship with the correlation coefficient (i.e., increasing the number of antennas improves system capacity, while a high correlation coefficient reduces system capacity and vice versa).

### 3.3 BER versus SNR performance measurement

Referring to the general MIMO model in Subsection 2.2.2, there are three different parts to deal with, namely, the channel coding, the S/P stage, and the modulation stage. Channel coding has a coding rate, $R_{\text{cod}}$, less than one, the S/P maps serial $N$ symbols to parallel $N$ symbols, and the modulation block maps $m$ bits onto $2^m$-ary modulation techniques. For this model, the error rate performance is given as a function of the bit energy-to-noise density ratio $E_b/N_0$, while the SNR at the receive antennas is used as an input parameter denoted by $E_v/N_0$.

In general, the relationship between $E_v/N_0$ and $E_b/N_0$ for a normalised propagation attenuation variance is given in [30] by

$$E_v/N_0 = (E_b/N_0) (T_s/T_b)$$

(3.13)

where $T_b$ denotes the bit duration and $T_s$ is the symbol duration. To cover the whole block diagram of the general MIMO model, (3.13) can be rewritten as

$$E_v/N_0 = NmR_{\text{cod}} (E_b/N_0)$$

(3.14)

where $T_s = NmR_{\text{cod}} T_b$ can be found by the serial combination of the separate relationships between $T_s$ and $T_b$ of the separate model blocks. Starting from the channel coding block, the relation between $T_s$ and $T_b$ can be written as $T_s = R_{\text{cod}} T_b$. Modulating the coded data can modify the relation to be as $T_s = m R_{\text{cod}} T_b$. Finally, dividing the modulated data into $N$ parallel blocks will modify it to be written as $T_s = mN R_{\text{cod}} T_b$. From (3.14), the spectral efficiency, $\eta$, can be defined as $NmR_{\text{cod}}$. 
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Different MATLAB programs were generated to calculate the ZF and the MMSE and obtain their performance characteristics. The BER performance is obtained by averaging over 10,000 realisation of the channel.

Figures 3.6-3.9 show BER vs. SNR for different MIMO detection techniques (i.e., MMSE and ZF) and for different system configuration (i.e., different number of antennas). The results of using MMSE detection algorithm with 2x2 antennas is shown in Figure 3.6. In Figure 3.7, the same detection algorithm is still used with 3x3 antennas configuration. Figures 3.8 and Figure 3.9 show the results of changing the detection algorithm to ZF with 2x2 and 3x3 antennas, respectively.

Figure 3.6: The BER plots for a MIMO-OFDM system, using V-BLAST technology as a MIMO encoder, MMSE detection algorithm and 2X2 antennas
Figure 3.7: The BER plots for a MIMO-OFDM system, using V-BLAST technology as a MIMO encoder, MMSE detection algorithm and 3X3 antennas

Figure 3.8: The BER plots for a MIMO-OFDM system, using V-BLAST technology as a MIMO encoder, ZF detection algorithm and 2X2 antennas
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Figures 3.6-3.9 compare the system performance for different modulation techniques if the receiving process is attained by using either MMSE or ZF detection process with different antennas configurations. From Figure 3.6 and Figure 3.8, as an example, for the MMSE detection process, the BER at 10 dB SNR equals $2.5 \times 10^{-2}$ when using a BPSK modulation technique, while its $4.1 \times 10^{-1}$ if the modulation technique is changed to be 64QAM. Changing the detection process to be ZF detector affects the system efficiency to be $4.8 \times 10^{-2}$ and $4.2 \times 10^{-1}$ when using a BPSK and 64QAM respectively.

Figure 3.7 and Figure 3.9 present the result for different MIMO system configuration, which is changed to 3X3 antennas. In this case, the BER at 10 dB SNR is $3.2 \times 10^{-2}$ and $5.9 \times 10^{-1}$ when using BPSK and 64QAM modulation techniques respectively. These values are changed to the worse when the detection technique is changed to ZF. The BER when using BPSK modulation technique is changed to be $7.1 \times 10^{-2}$, while changing the modulation technique to be 64QAM affects the result to equals $7.3 \times 10^{-1}$. 

![Figure 3.9: The BER plots for a MIMO-OFDM system, using V-BLAST technology as a MIMO encoder, ZF detection algorithm and 3X3 antennas](image-url)
From these figures, it can be concluded that MMSE gives the best performance over the ZF technique, while for modulation techniques; the low constellation order performs better than the high one. Furthermore, increasing the system configuration to use larger number of antennas will reduce system performance for both of the SDM techniques.

### 3.4 Narrowband Channel Modelling

The aim of this work is to improve the QoS of B3G by applying the MIMO-OFDM system. As seen in Chapter 2, the OFDM technique has the effect of making a wideband channel to appear as a narrowband subchannel. Therefore, this Section focuses on modelling MIMO radio channels from a narrow-band system perspective (i.e., assuming that the channel has a constant response over the entire system bandwidth). This type of channel model is a special case of the wideband models described in Section 2.2.1. This will give the first tap of the wideband channel model the most importance, due to the fact that the MIMO channel impulse response matrix will be reduced to have the first tap only (i.e., $G(0)$).

As a result of being a special case of the wideband model, the notations in (2.1) will be changed under the assumption that normalising the average path loss is equal to one, as

$$ v = H_s + n \quad (3.15) $$

Section 2.2.1 demonstrates that the flat Rayleigh fading channel could be obtained if the TC (the total number of the channel taps) is set to one, after which the channel impulse response matrix, $H$ in (3.15), will be defined as $H_{\text{id}}$ for the i.i.d. zero-mean, circularly-symmetric complex Gaussian elements with a variance of one. At the presence of the LOS or specular component $H$ will contain the part of the specular complex Gaussian distributed matrix $H_{\text{spec}}$, as

$$ H = \beta_{K1} H_{\text{spec}} + \beta_{K2} H_{\text{id}} \quad (3.16) $$
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As in Section 2.2.1, \( \beta_{K1} \) and \( \beta_{K2} \) are components related to the Ricean factor and (3.16) will produce the Rayleigh fading channel impulse response matrix if the Ricean factor, \( K \), is equal to zero.

To propose a very good model, a wide range of scenarios in modelling the MIMO channel must be covered (including worst-case scenarios for correlation matrices, capacity, BER, etc.). This will raise difficulties, however, in determining which parameter has the greatest impact on performance. This subsection will therefore focus on deriving the capacity formula, including the existence of spatial correlation as the worst case. In [13, 93] and as seen in the capacity definition in Section 3.2, the capacity of an \( M \times N \) narrowband MIMO channel \( H \) is given by

\[
C = \log_2 \det \left( I_N + \frac{\rho}{N} HH^H \right) \text{ bits/s/Hz} \tag{3.17}
\]

where \( \rho \) represents SNR per receive antenna and \( I_N \) is the \( N \times N \) dimensional identity matrix. Furthermore, the channel matrix \( H \) is normalised, meaning that the elements of \( H \) have an average power of one.

The spatial correlation is a key factor in the performance calculations of MIMO systems and negatively influences the results. Thus, to keep the spatial correlation to a minimum, the antenna spacing must be chosen to be equal or greater than \( \lambda/2 \), while \( \lambda \) is the carrier wave length [13]. However, if the space is limited, the spatial correlation must be taken into consideration. Starting from the definition of the MIMO channel spatial correlation matrix, as in [94, 95]

\[
R_H = E \left[ \text{vec}(H) \text{vec}(H)^H \right] \tag{3.18}
\]

where \( H \) is the channel matrix with zero mean and unity variance elements, \( (\cdot)^H \) denotes the Hermitian transpose and \( \text{vec}(\cdot) \) denotes the vec-operations of a matrix, defined as an \( MN \times 1 \) dimensional vector composed by stacking the column of \( H \). Furthermore, based on the assumption that the correlation among receiver antennas is independent from the correlation between transmit antennas. The nonnegative definite correlation matrix can be defined as [96]
\[
R_H = R_{Tx} \otimes R_{Rx} \tag{3.19}
\]

where \( \otimes \) represents the Kronecker product, \( R_{Tx} \) is an \( N \times N \) dimensional nonnegative definite matrix denoting the transmitter side correlation matrix, and \( R_{Rx} \) is an \( M \times M \) dimensional nonnegative definite matrix denoting the receiver side correlation matrix. From (3.19), the correlation between different MIMO channel elements results from the Kronecker product, seen from the transmitter side, with that at the receiver side. After defining the correlation matrices, it is designed to generate the independent narrowband flat-fading MIMO channel with spatial correlation. The channel matrix, \( H \), can be defined as in [97] by

\[
H = \text{unvec} \left( R_H^{1/2} h_{\text{iid}} \right) \tag{3.20}
\]

The i.i.d. matrix contains i.i.d. zero-mean unit variance complex Gaussian elements, while \( h \) is an \( N \times 1 \) stochastic vector, and the unvec \((\cdot)\) is the reverse of the vec-operation. The basic situation demonstrated by (3.20) is that the narrowband flat-fading MIMO channel matrix is based on the channel correlation matrix multiplied by i.i.d. elements with zero mean and unity variance. The channel correlation matrix can be resolved into its basic components (i.e., the eigenvalues and eigenvectors) as follows

\[
R_H = U \Lambda_H U^H \\
= U \Lambda_H^{1/2} \Lambda_H^{1/2} U^H \\
= U \Lambda_H^{1/2} (U \Lambda_H^{1/2})^H = R_H^{1/2} (R_H^{1/2})^H \tag{3.21}
\]

where \( \Lambda_H \) is a diagonal matrix with eigenvalues of \( R_H \) and \( U \) contains the \( R_H \) orthonormal eigenvectors in its columns. Similarly, in (3.21), \( R_{Tx} \) is reformulated to be equal to \( \{ R_{Tx}^{1/2} (R_{Tx}^{1/2})^H \} \) and \( R_{Rx} \) equal to \( \{ R_{Rx}^{1/2} (R_{Rx}^{1/2})^H \} \). As a consequence, \( R_H^{1/2} \) can be defined, based on (3.19), as

\[
R_H^{1/2} = R_{Tx}^{1/2} \otimes R_{Rx}^{1/2} \tag{3.22}
\]
By making use of the property for any matrices with proper dimensions, namely, A, B, and C, (see Appendix A) \( \{ \text{vec} (ABC) = (C^T \otimes A) \text{vec} (B) \} \) and (3.22), (3.20) will be reformulated as

\[
H = \text{unvec} \left( R_{H}^{1/2} h_{\text{iid}} \right) \\
= \text{unvec} \left( \left( R_{I_{X}}^{1/2} \otimes R_{R_{X}}^{1/2} \right) h_{\text{iid}} \right) \\
= R_{R_{X}}^{1/2} h_{\text{iid}} (R_{I_{X}}^{1/2})^T
\] (3.23)

Comparing with [96], the same result of the introduced spatial correlation model was obtained.

Substituting the result achieved from (3.23) to (3.17)

\[
C = \log_2 \left( \det \left( I_N + \frac{\rho_o}{N} R_{R_{X}}^{1/2} h_{\text{iid}} (R_{I_{X}}^{1/2})^T \left( (R_{I_{X}}^{1/2})^T \right)^H (h_{\text{iid}})^H (R_{R_{X}}^{1/2})^H \right) \right) \text{bits/s/Hz}
\] (3.24)

Equation (3.24) can be reformatted under the assumption of high SNRs to achieve greater simplicity thus:

\[
C \approx \log_2 \text{det} \left( \frac{\rho_o}{N} R_{R_{X}}^{1/2} h_{\text{iid}} (R_{I_{X}}^{1/2})^T \left( (R_{I_{X}}^{1/2})^T \right)^H (h_{\text{iid}})^H (R_{R_{X}}^{1/2})^H \right)
\]

\[
= \log_2 \left( \text{det}(h_{\text{iid}}) \text{det}(R_{R_{X}}^{1/2}) \text{det}(R_{I_{X}}^{1/2}) \text{det}(H_{\text{iid}})^H \text{det}(R_{R_{X}}^{1/2})^H \right)
\]

\[
= \log_2 \left( \text{det}(H_{\text{iid}}) \text{det}(R_{R_{X}}^{1/2}) \text{det}(R_{I_{X}}^{1/2}) \text{det}(H_{\text{iid}})^H \text{det}(R_{R_{X}}^{1/2})^H \right)
\]

\[
= \log_2 \left( \text{det}(H_{\text{iid}}) \text{det}(R_{R_{X}}^{1/2}) \text{det}(R_{I_{X}}^{1/2}) \text{det}(H_{\text{iid}})^H \text{det}(R_{R_{X}}^{1/2})^H \right)
\]

(3.25)

The capacity achieved from (3.25) consists of, firstly, the capacity of each parallel independent subchannel, and secondly of the correlation between the subchannels. Thus, in a correlated channel, MIMO capacity can be achieved by evaluating the
determinant of the correlation matrices. From (3.19), $R_{Tx}$ and $R_{Rx}$ are as defined as a nonnegative definite matrix; therefore from [98] the determinant of a squared nonnegative definite matrix is the product of its diagonal elements. As mentioned earlier, correlation matrices are nonnegative definite matrices. If a similar correlation matrices (i.e., $R_{Tx} = R_{Rx}$) is assumed, thus, the determinant is lower bounded by zero. Furthermore, following from the assumption that $R_{Tx} = R_{Rx}$, the diagonal elements for the correlation matrices are ones. The conclusion must be that the determinant is bounded by one as a maximum and by zero as a minimum.

As mentioned earlier in this subsection, the correlation between two antennas will be neglected if the spacing is greater or equal to half the wavelength. In addition, the correlation will be taken into account due to the limited spacing. Then assuming that the maximum spacing between the first and the last antenna is equal to half the wavelength, the limits of the correlation between each two antennas will be as described in Figure 3.10. As an example, four antennas are used to describe this model, which may not be an accurate one for some real-world scenarios, but does helps in the study of the effect of correlation on MIMO capacity explicitly. Moreover, it is obviously quite a tenable model from the point of view of physical representation since the correlation will be decreased if the distance is increased.

![Figure 3.10: The proposed model with four antennas](image)

Figure 3.10 shows that the Marwan-Omar Model (MOM), is distance-based. In addition, a reference correlation coefficient is assumed to be in the centre of $d_{12}$ and
equal to $r$. For example, $N_3$ is placed in the distance-range $d_{13}$, $\lambda/4 < d_{13} < 5\lambda/12$. Thus, the correlation coefficient range is in between

$$
\left[ \frac{r}{(N-3)+(N-2)^2/2}, \frac{r}{(N-2)+(N-1)^2/2} \right],
$$

where $r$ is the reference correlation coefficient. Moreover, when $N_2$ is placed at the middle $d_{12}$ range, the correlation coefficient is equal to $r$, assuming that $r_{tx}$ is the reference correlation coefficient, the transmitter correlation matrix for $N$ by $N$ model is

$$
R_{tx} = \begin{pmatrix}
1 & (a_1, a_2) & (b_1, b_2) & \cdots & (c_1, c_2) \\
(a_1, a_2) & 1 & (a_1, a_2) & \cdots & \cdots \\
(b_1, b_2) & (a_1, a_2) & 1 & \cdots & (b_1, b_2) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
(c_1, c_2) & \cdots & (b_1, b_2) & (a_1, a_2) & 1
\end{pmatrix}
$$

(3.26)

where, $(a_1, a_2) = \left( \frac{1-r_{tx}}{2}, \frac{r_{tx}}{(3/2)^2} \right)$

$(b_1, b_2) = \left( \frac{r_{tx}}{(3/2)^2}, \frac{r_{tx}}{(5/2)^2} \right)$

and $(c_1, c_2) = \left( \frac{r_{tx}}{(N-2)+(N-1)^2/2}, \frac{r_{tx}}{(N-1)^2} \right)$

In addition, the receiver correlation matrix for $M$ by $M$, with the reference $r_{rx}$ is

$$
R_{rx} = \begin{pmatrix}
1 & (a_{11}, a_{22}) & (b_{11}, b_{22}) & \cdots & (c_{11}, c_{22}) \\
(a_{11}, a_{22}) & 1 & (a_{11}, a_{22}) & \cdots & \cdots \\
(b_{11}, b_{22}) & (a_{11}, a_{22}) & 1 & \cdots & (b_{11}, b_{22}) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
(c_{11}, c_{22}) & \cdots & (b_{11}, b_{22}) & (a_{11}, a_{22}) & 1
\end{pmatrix}
$$

(3.27)

where, $(a_{11}, a_{22}) = \left( \frac{1-r_{rx}}{2}, \frac{r_{rx}}{(3/2)^2} \right)$

$(b_{11}, b_{22}) = \left( \frac{r_{rx}}{(3/2)^2}, \frac{r_{rx}}{(5/2)^2} \right)$

and $(c_{11}, c_{22}) = \left( \frac{r_{rx}}{(N-2)+(N-1)^2/2}, \frac{r_{rx}}{(N-1)^2} \right)$
To simplify this model, it can be assumed that each antenna is placed at the middle of it is range area. Then $R_{TX}$ and $R_{RX}$ will be defined as

$$
R_{TX} = \begin{pmatrix}
1 & r_{tx} & \frac{r_{tx}}{4} & \cdots & \frac{r_{tx}}{(N-1)^2} \\
r_{tx} & 1 & r_{tx} & \cdots & \frac{r_{tx}}{4} \\
\frac{r_{tx}}{4} & r_{tx} & 1 & \cdots & \frac{r_{tx}}{4} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{r_{tx}}{(N-1)^2} & \cdots & \frac{r_{tx}}{4} & r_{tx} & 1
\end{pmatrix}
$$

(3.28)

$$
R_{RX} = \begin{pmatrix}
1 & r_{rx} & \frac{r_{rx}}{4} & \cdots & \frac{r_{rx}}{(M-1)^2} \\
r_{rx} & 1 & r_{rx} & \cdots & \frac{r_{rx}}{4} \\
\frac{r_{rx}}{4} & r_{rx} & 1 & \cdots & \frac{r_{rx}}{4} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{r_{rx}}{(M-1)^2} & \cdots & \frac{r_{rx}}{4} & r_{rx} & 1
\end{pmatrix}
$$

(3.29)

where, $r_{tx}$ and $r_{rx}$ are real-reference correlation coefficients for $R_{TX}$ and $R_{RX}$. $N$ and $M$ are the total number of antennas at the transmitter and receiver respectively. It is a powerful property of this model that the correlation is assigned starting from zero to one, i.e., from fully uncorrelated to fully correlated.

Figure 3.11 describes the determinant changing of the correlation matrices for different values of correlation coefficients and different MIMO system configurations (i.e., choosing different number of transmitting and receiving antennas). This figure is limited to the use of equal numbers of transmitting and receiving antennas. The achieved determinant values are mapped between zero and one as the correlation coefficients are changed between zero and one.

Figure 3.11 shows the achieved result of the proposed model for $R_{TX}$ a function of $r_{tx}$, which gives a similar result to those achieved by [99], since the determinant for the modelled matrix is monotonically decreasing in the range of interest, i.e., $0 \leq r_{tx} \leq 1$. 
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To check the proposed model performance, a measured complex correlation matrices in a picocell environment is used to relate the capacity with the SNR. These matrices are found in [100] and given by

\[
R_{\text{TX}} = \begin{pmatrix}
1 & -0.61 + 0.77i & 0.14 - 0.94i & 0.24 + 0.89i \\
-0.61 - 0.77i & 1 & -0.85 + 0.5i & 0.57 - 0.78i \\
0.14 + 0.94i & -0.85 - 0.5i & 1 & -0.91 + 0.4i \\
0.24 - 0.89i & 0.57 + 0.78i & -0.91 - 0.4i & 1
\end{pmatrix}
\] (3.30)

\[
R_{\text{RX}} = \begin{pmatrix}
1 & -0.12 - 0.18i & 0.08 + 0.05i & -0.02 - 0.13i \\
-0.12 + 0.18i & 1 & -0.17 - 0.16i & 0.11 + 0.04i \\
0.08 - 0.05i & -0.17 + 0.16i & 1 & -0.17 - 0.16i \\
-0.02 + 0.13i & 0.11 - 0.04i & -0.17 + 0.16i & 1
\end{pmatrix}
\] (3.31)
A MATLAB simulation was used to compare the capacity of the measured correlation matrices with that of the model. In this simulation a 1000 different realisations of the channel was used, which they produce a different instantaneous capacity value. The average of these capacity values, i.e., the ergodic capacity, as a function of the SNR per receive antenna is shown in Figure 3.12 (a) for the measured and modelled correlation matrices.

To compare the model result with the measured one, the simulation is used a similar number of transmitting and receiving antennas as the one used in [100] (i.e., \( N = M = 4 \)), and the SNR values are limited to 30 dB.
Figure 3.12 consists of two parts; comparing system capacity for measured and modelled spatial correlation matrices; and plotting system capacity for different MIMO configurations.

From Figure 3.12 (a), the capacity for the measured and modelled matrices has the same shape. Due to lacks of the used channel realisation for the measured values, there is a difference between the modelled and measured capacity values, since at 15 dB SNR the capacity for the modelled matrices is 14 bits/s/Hz and equals 12 bits/s/Hz for the measured matrices.

Figure 3.12 (b) shows the relationship between the ergodic capacity and the SNR for different MIMO structures. Obviously from this figure, the achieved capacity is
increased for increasing the number of transmitting and receiving antennas. At 15 dB SNR, the capacity for 4x4 antennas is 14 bits/s/Hz. Reducing the number of antennas to be 3x3 affects system capacity to be 12 bits/s/Hz, while it reaches the 7 bits/s/Hz for 2x2 antennas.

3.5 Discussion

In this chapter, the performance of the general MIMO model in accordance with the capacity and BER vs. the SNR was introduced. A general capacity formula is derived and then specified to express both closed-loop and open-loop capacities in Section 3.2.

In Section 3.3, two SDM techniques were described in order to compare system performance of the BER vs. the SNR. It can be concluded that MMSE gives the best performance over the ZF technique, while for modulation techniques, the low constellation order is better than the high one.

Furthermore, increasing the system configuration to use larger number of antennas will reduce system performance for both of the SDM techniques.

In Section 3.4, according to spatial diversity, a model to examine the effect of spatial correlation on system capacity was introduced. In this section, a channel capacity model in a correlated environment is introduced. This model is simple and allows study of the effect of correlation on the MIMO capacity explicitly.
Chapter Four

4. A Novel Technique to Reduce PAPR

4.1 Introduction

The techniques that have been already used to tackle the PAPR problem (as mentioned in Section 2.4.4) are divided into two groups. One of them suffers from a high degree of computational complexity, while the other suffers from an increase in the BER. This chapter describes the new proposition which is denoted by NTRPT. It has the advantages over the conventional techniques. For the sake of generalisation, the new technique is described based on two types of linear coding, convolutional and turbo coding.

4.2 Novel PAPR Reduction Technique

An OFDM symbol is produced when a number of signals, $F$, are added together in the IFFT stage. Occasionally, if the added signals are in phase with each other, IFFT will produce an OFDM symbol with high peak power. Comparing the high peak power of the OFDM symbol to its average power will define one of the main drawbacks of OFDM, namely, PAPR. The PAPR in dB can be written as

$$\text{PAPR} = 10 \log_{10} \left( \frac{P_{\text{peak}}}{P_{\text{avg}}} \right) \text{ dB}$$

(4.1)

where $P_{\text{peak}}$ is the maximum power of an OFDM symbol, and $P_{\text{avg}}$ is the average power. Equation 4.1 can be written as

$$\text{PAPR} = 10 \log_{10} \left( \frac{\max_{0 \leq t \leq FT} |x(t)|^2}{ \frac{1}{FT} \int_{0}^{FT} |x(t)|^2 \, dt} \right) \text{ dB}$$

(4.2)
where, $T$ is the OFDM symbol period and $x(t)$ is the OFDM symbol which can be expressed as $x(t) = \frac{1}{\sqrt{F}} \sum_{n=0}^{F-1} X_n e^{j2\pi n t}$ for $0 \leq t \leq FT$, where $X_n$ is the modulated data of the $n$-th subcarrier, $f_0$ is the subcarrier frequency, and $j = \sqrt{-1}$. From the definition of the OFDM symbol, the average power in (4.1) could be written as:

$$P_{avg} = E\{|x(t)|^2\} = \frac{1}{T} \int_0^T |x(t)|^2 dt$$

$$P_{avg} = \frac{1}{T} \int_0^T \left| \sum_{n=0}^{F-1} X_n e^{j2\pi \frac{n}{FT} t} \right|^2 dt$$

$$P_{avg} = \frac{1}{T} \int_0^T \left( \sum_{n=0}^{F-1} X_n \cos(2\pi \frac{n}{FT} t) \right)^2 + \left( \sum_{n=0}^{F-1} X_n \sin(2\pi \frac{n}{FT} t) \right)^2 dt$$

$$P_{avg} = \frac{1}{T} \int_0^T \left( \sum_{n=0}^{F-1} X_n^2 \right) dt$$

(4.3)

For simplicity, if a BPSK modulation scheme is used without any channel coding, the magnitude of $X_n$, $|x_n|$, will be equal to one, when $t \in [0, T]$ (to be substituted in (4.3)). The result of this substitution leads to a direct relationship between average power and the total number of subcarriers (the number of the IFFT points), which can be taken directly from

$$P_{avg} = \frac{1}{T} \int_0^T X_n^2 dt$$

$$= \frac{F}{T}$$

(4.4)

From (4.4), it can be seen that average power is equal to the number of the BPSK-modulated orthogonal subcarriers. Then, from (4.1), the PAPR of uncoded BPSK will be equal to $10 \log_{10}(F)$ dB.

This result will be the basis of the proposed technique, NTRPT. From the substitution result of (4.4) to (4.1), the PAPR ratio is equal to $10 \log_{10}(P_{avg})$. Thus decreasing the average power of the OFDM symbol will decrease its PAPR.
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After deriving the basis of NTRPT, Figure 4.1 will describe the NTRPT algorithm steps. This figure is divided into two main stages:

- Determination of the track of the OFDM symbol based on its PAPR value.
- Dealing with the processed OFDM symbol.

Figure 4.1: The NTRPT flowchart
In the first stage, the NTRPT begins by checking the OFDM symbol to determine if it suffers from high PAPR values. The obvious track for the symbol if it is not affected is that $I$ versions are transmitted through $I$ antennas. These versions are easily generated through a Space-Time encoder. On the other hand, if the symbol has high PAPR, it will pass through a time linear encoder after removing the guard interval. The encoder will be used for spreading purposes, since linear coding techniques increase the symbol period in the time domain. The period of the affected symbol will be spread according to the chosen spreading rate.

The second stage deals with the new symbol, and with choosing the data with the lowest PAPR value. The spread symbol will be mapped onto $I$ parallel blocks, each of which has the same duration as the conventional symbol duration with a PAPR value less than the PAPR of the conventional OFDM symbol. For more details, Figure 4.2 gives a brief description of the NTRPT block diagram according to the flowchart shown in Figure 4.1.

Unlike conventional techniques, most of which (as described in the previous section) suffer from a high degree of computational complexity, NTRPT reduces the computational complexity to the first order.

The added complexity is due to calculating the PAPR of each block and choosing are with the lowest value. The following formula shows the needed number of iterations

$$\text{Iterations} = \left[ \left( I-1 \right) F \right] +1$$

where $I$ is the spreading rate and $F$ is the number of the IFFT points.

For transmission purposes, the Zero Padded (ZP)-OFDM [101] is used to add a deterministic control sequence instead of the zero carriers. This control data is used to recover the affected OFDM symbol at the receiver. After that, these blocks will be transmitted through $I$ antennas.
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Figure 4.2: The NTRPT block diagram

Figure 4.2 describes NTRPT process to deal with both of the affected and unaffected OFDM symbols by a high PAPR. The OFDM symbol is produced after the IFFT stage, this symbol will be examined by a PAPR detector. If the symbol is unaffected by a high PAPR it will be processed to be in a suitable format to be sent through MIMO antennas. On the other hand, the guard interval will be removed and the conventional symbol will be sent to a spreading block. In this stage removing the guard interval is needed just to process the useful data without any redundant data. During the spreading block, the conventional symbol will be spread according to the spreading rate. The spread symbol will be processed and rearranged in blocks as described in Figure 4.3. Each of which has as the same symbol period as the conventional symbol before spreading. After that, these blocks are passed a PAPR detector, this detector will sort the blocks in ascending arrangement according their PAPR values. Then, the block which has the lowest PAPR will join the OFDM signal instead of the affected symbol, while the others will be processed to be transmitted through I-I antennas. Figure 4.3 explains the processing that is held for the spread symbol before entering the PAPR detecting and S/P stages.
Chapter Four: Novel Technique to Reduce PAPR

The spread OFDM symbol

<table>
<thead>
<tr>
<th>1</th>
<th></th>
<th></th>
<th>N</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Block</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd Block</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((N*(I-1))+1)th Block</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.3: Processing OFDM symbol to be (N*(I-1))+1 blocks

In Figure 4.3 the spread symbol with symbol period equals \( I \) times the conventional symbol period is rearranged to be \((N*(I-1))+1\) blocks. This is achieved by processing the spread symbol with a window length equals \( N \). Thus, each of which has the same period as the original symbol. During this process, there will be \((N*(I-1))+1\) blocks to be processed by the second PAPR detector to choose the block with minimum PAPR in Figure 4.2.

These blocks are passed through a PAPR detector to choose the block with the lowest PAPR value to be sent instead of the conventional symbol. The rest of the spread data is sent through \( I-1 \) antennas after passing through an S/P block.

4.2.1 Linear Coding techniques

In this subsection, two types of linear coding techniques, convolutional codes and turbo codes, will be examined. Convolutional codes can be described in two ways: firstly in term of mechanisms for generating the coded data from the input data; and secondly in terms of trellis which describe constraint that will be satisfied by valid transmissions. Turbo codes are defined by a number of convolutional encoders and interleavers.
4.2.1.1 Convolutional Codes

Figure 4.4 shows the structure of a typical convolutional encoder. In this figure, the main structural parameters are a shift register, a set of exclusive-OR (XOR) gates, and a multiplexer. In these codes the concept of a codeword is replaced by that of a code sequence. The state of the encoder can be defined by the contents of the shift register while the input data will propagate through it [102].

The convolutional encoder can be described by three different structures: systematic nonrecursive, nonsystematic nonrecursive, and systematic recursive structures. Systematic encoders are so called because the source bits are reproduced transparently in the transmitted stream. Nonrecursive encoders have no feedback.

4.2.1.2 Turbo Codes

A turbo code is defined by a number of constituent convolutional encoders (the constituent encoders may be different, but in practice they are normally identical) and
an equal number of interleavers which are permutation matrices (i.e. they rearrange the order of the data bits in a prescribed, but irregular, manner). Without the interleaver, the two constituent encoders would receive the data in exactly same order and thus - assume identical constituent encoders - their outputs would be the same [103]. A generic structure for generating turbo codes is shown in Figure 4.5.

![Figure 4.5: A generic turbo encoder](image)

A string of source bits is encoded by feeding them into each constituent encoder in order of the associated interleaver, and transmitting the bits that come out of each constituent encoder.

### 4.2.2 Simulation Results

In order to verify the mathematically derived result, a MATLAB simulation program was developed for a basic OFDM symbol. Figure 4.6 shows the block diagram of generating a basic OFDM symbol.

![Figure 4.6: Generating an OFDM symbol block diagram](image)

A uniformly distributed randomly generated data sequence is generated. The variable
system parameters were:
- different modulation techniques (BPSK, QPSK, 16QAM, and 64QAM)
- IFFT size of 256
- two different spreading rates: $i = 2$ and $3$

Table 4.1 summarises the simulation results for applying the proposed technique based on convolutional codes to the generated OFDM symbol in Figure 4.6. Table 4.2 summarises the simulation results of the proposed technique based on the turbo encoder. The block diagram shows the generation of an OFDM symbol with 256 subcarriers based on different modulation techniques.

From Table 4.1, it can be seen that the proposed technique maintains a significant PAPR reduction ratio despite using various modulation techniques. The reduction ratio of PAPR for the block diagram in Figure 4.6 reaches 80% and 76% when the spreading rate is equal to 3 and 2 respectively.

Table 4.1: The NTRPT simulation results based on convolutional encoder

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>PAPR before the NTRPT (dB)</th>
<th>PAPR after the NTRPT(dB)</th>
<th>The reduction ratio (%)</th>
<th>The improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Spreading rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>BPSK</td>
<td>7.3</td>
<td>3.3</td>
<td>3.1</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>QPSK</td>
<td>11.6</td>
<td>2.8</td>
<td>2.3</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>16QAM</td>
<td>12.4</td>
<td>3.2</td>
<td>2.8</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>64QAM</td>
<td>10.7</td>
<td>3.6</td>
<td>3.1</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>


**Table 4.2: The NTRPT simulation results based on turbo encoder**

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>PAPR before the NTRPT (dB)</th>
<th>PAPR after the NTRPT (dB)</th>
<th>The reduction ratio (%)</th>
<th>The improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Spreading rate</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>BPSK</td>
<td>4.054</td>
<td>1.133</td>
<td>72.1</td>
<td>75.1</td>
</tr>
<tr>
<td>QPSK</td>
<td>10.07</td>
<td>1.617</td>
<td>83.8</td>
<td>83.9</td>
</tr>
<tr>
<td>16QAM</td>
<td>9.418</td>
<td>1.579</td>
<td>83.2</td>
<td>88.7</td>
</tr>
<tr>
<td>64QAM</td>
<td>8.189</td>
<td>2.059</td>
<td>74.9</td>
<td>79.1</td>
</tr>
</tbody>
</table>

From Table 4.2 it can be seen that the proposed technique maintains better results than those summarised in Table 4.1. The reduction ratios of the PAPR increase to 88.7% and 83.8% when the spreading rate is equal to 3 and 2 respectively.

Moreover, a slight improvement in PAPR reduction ratios is shown as a consequence of using different spreading rates. The improvement yielded by increasing the spreading rate to 3 is shown in the last column. This improvement varies depending on the modulation techniques themselves.

### 4.3 Summary

Due to the main disadvantages of the conventional techniques, specifically computational complexity and high data loss, a new technique based on the linear coding techniques such as the convolutional and the turbo encoders is proposed. Part of this work is already accepted for publication in [104, 105]. The work added a first order computational complexity instead of the high computational complexity in the
literature; it also guaranteed that there is no data loss incurred as a result of improving
the PAPR process. The simulation results show a significant PAPR reduction with a
simple computational complexity from the first order based on the number of
subcarriers.

For convenience, applying this technique to a complete MIMO-OFDM system will be
described in the next chapter.
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5. The NTRPT-MIMO-OFDM System

5.1 Introduction

In general, the MIMO and OFDM techniques described in Chapter 2 provide an interesting basis for the next generations of wireless communication systems, such as WLANs, and DVB-H. This leads to the promising combination of SDM's data rate enhancement with OFDM's relatively high spectral efficiency and the resistance to frequency selective fading and narrow band interferences of OFDM. Moreover, the combination between MIMO and OFDM techniques results in a number of issues, which need to be dealt with, including MIMO channel performance (i.e. a proper channel, the capacity and the BER) and the main problems of the OFDM techniques, must also be addressed such as those concerning nonlinearity, and synchronisation.

In chapter 3, a new MIMO channel model was proposed which would give in-depth understanding of the capacity of the MIMO channel and the effect of the correlation parameters on the channel performance [106]. In Chapter 4, a proposition of a novel technique was presented to combat one of the main problems of OFDM techniques, namely PAPR [105].

This chapter presents the application of the proposed technique in Chapter 4 to a MIMO-OFDM system. In Section 5.2, MIMO-OFDM system architecture will be described as will the MIMO-OFDM signal model will be described in Section 5.3. The simulation results will be given and discussed in Section 5.4, while a conclusion is drawn in Section 5.5.
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5.2 NTRPT-MIMO-OFDM system architecture

In the MIMO-OFDM system, the NTRPT is placed after the IFFT stages in Figure 5.1. The NTRPT is based on linear coding techniques, which reduces the PAPR by adding redundant data to reduce the OFDM symbol average power. This redundant data is added based on the coding rate. As an example, if the coding rate is 1/2 then the resultant data rate will be twice the original rate. The best combination of the original data and the redundant data will then be chosen to give the lowest PAPR to be sent, whilst the rest of data will be sent to be used at the receiver to recover the original data (as presented in Chapter 4). The data will be transmitted through N stages, each of which has I antennas through a MIMO channel to be received by M antennas. Figure 5.1 depicts the baseband discrete-time block equivalent model of an N stage NTRPT-MIMO-OFDM transmission part with F subcarriers for each stage.

Figure 5.1 (a)
Figure 5.1 (a) the NTRPT-MIMO-OFDM system transmitter block diagram, b) The MIMO-OFDM modulator and coder Block and c) The NTRPT Block
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For the sake of clarity, the NTRPT-MIMO-OFDM transmitter will be limited to the use of

a) turbo coding as a coding technique with coding rates 1/2 and 1/3
b) BPSK, QPSK, 16QAM and 64QAM as modulation techniques
c) V-BLAST and STBC (*i.e.* Alamouti encoders) were used as MIMO encoders
d) 256-IFFT points
e) spreading rates are equal to 2 and 3

In Figure 5.1 (b), the MIMO-OFDM modulator and coder block consists of two parts: the MIMO encoder and the OFDM modulator. MIMO encoders are divided into two main parts, V-BLAST and STBC, as described in Figure 5.1 (b). V-BLAST is used for increasing the overall throughput expressed in terms of bits/symbols, while STBC is used in increasing the system’s transmitting diversity gain.

The OFDM modulator consists of the IFFT blocks and a mechanism for adding the cyclic prefix in order to form the OFDM symbol with guard interval. After the IFFT stage and due to the coherent addition of the independently coded and modulated subcarriers to produce an OFDM symbol, a large PAPR ratio could appear. Thus, NTRPT was placed after the MIMO-OFDM modulator and coder block to complete the transmitter part of the baseband discrete-time block in Figure 5.1.

The NTRPT is described in detail in Chapter 4. Figure 5.1 (c) shows its schematic block diagram and describes the paths of both of the affected and unaffected OFDM symbol by high PAPR.

Figure 5.2 describes the suggested receiver for the NTRPT-MIMO-OFDM system. The receiver part will implement reverse process of the main transmitter blocks shown in Figure 5.1. As an example, the demodulation block will be limited for BPSK, QPSK, 16QAM and 64QAM demodulation techniques and the turbo decoder for the decoding block limited to a decoding rate of 1/2 and 1/3.
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Figure 5.2: a) the NTRPT-MIMO-OFDM system receiver block diagram, b) the processing Block and c) the detecting Block
The first block in Figure 5.2 (a) is the processing block. This block describes the tracks of the received signals whether dependent on the signal were generated from affected OFDM symbols (i.e., the GI can be classified as a control sequence) or not. According to the control sequence, the received signals will be rearranged to reproduce the transmitted data correctly.

As was mentioned earlier, these signals will subsequently pass through a reverse process of what was described in Figure 5.1, and will then pass through the detecting block, as described in Figure 5.2 (c). The MIMO detecting stage is the first stage of the detecting block. The types of MIMO detectors, ZF and MMSE, are described earlier in Subsection 2.2.2.2.

5.3 The NTRPT-MIMO-OFDM Signal Model

Having described the structure of the NTRPT-MIMO-OFDM system in the last section, this section will introduce the signal model for this system without coding techniques. The relation between the transmitted and received symbols will thus be captured in matrix form.

As explained in the previous section, this system has a number of transmitting antennas denoted by K (where K= NI, N is the conventional number of transmitting antennas and I is the spreading rate) and M receiving antennas. At each sampling interval n, there is a transmitted K-dimensional complex vector \( s(n) \) and a received M-dimensional complex vector \( r(n) \) through a frequency-selective Rayleigh fading environment.

The fading channel between the transmitter and the receiver can be represented by a \((L-1)\)-th order finite impulse response (FIR) filter with filter taps \( g_{qp}(l) \), with \( l = 0,\ldots,L-1 \) (i.e., the channel impulse response can be achieved by \( L \) samples). Suppose \( g_{qp}(l) \) represents the \((q,p)\)-th element of the channel impulse response matrix, \( G(l) \), with \( p=1,\ldots,K \) and \( q=1,\ldots,M \). Figure 5.3 describes the transformation between \( S(n) \) and \( r(n) \) through a line tapped delay line.
From the assumption that movement of the user is negligible during transmission, the relationship between \( S(n) \) and \( r(n) \) can be defined by the quasi-static MIMO relationship. This relation can be described clearly from the figure shown above as

\[
r(n) = \sum_{l=0}^{L-1} G(l) S(n-l) \tag{5.1}
\]

Furthermore, the thermal noise is usually added to the system as AWGN. Thus, (5.1) will be modified to accommodate the thermal noise as

\[
r(n) = \sum_{l=0}^{L-1} G(l) S(n-l) + n(n) \tag{5.2}
\]

where \( n(n) \) is the thermal noise added to the system at the \( n \)-th sample. The elements of \( n(n) \) and \( S(n) \), are assumed to be i.i.d zero mean complex elements with variance \( \sigma_n^2 \) and \( \sigma_S^2 \) respectively.

After modelling the MIMO by its signal representation, the frequency selectivity and ISI will be dealt with by applying OFDM, and by applying NTRPT to reduce PAPR.

A guard interval of \( N_g \) samples must be added to an \( N_C \) subcarriers-OFDM symbol in order to reduce the ISI effect. Thus, an OFDM symbol will consist of \( N_{total} = N_C + N_g \) complex samples.

After defining the OFDM symbol structure, it will be introduced to (5.2) as follows:
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1) The modulated symbols (as an example QAM symbols) to be sent on the \( j \)-th MIMO-OFDM symbol is defined by

\[
d'(j) = \begin{bmatrix}
d(0, j) \\
\vdots \\
d(N_C - 1, j)
\end{bmatrix}
\]  

(5.3)

where the dimensions of \( d'(j) \) are \( N_C \times 1 \) (i.e., \( d(i, j) \) denotes the \( N \times 1 \) MIMO vector that is transmitted on the \( i \)-th subcarrier of the \( j \)-th MIMO-OFDM symbol).

2) The IFFT is applied at the transmitter to produce an OFDM symbol as shown in Figure 5.1(b). This process transforms the frequency domain into time domain. Equation 2.20 will then represented as follows

\[
S(j) = \sqrt{\frac{1}{N_C}} (F^{-1} \otimes I_N) d'(j)
\]

(5.4)

where \( \otimes \) represents the Kronecker product, \( F^{-1} \) equals the \( N_C \times N_C \) IFFT matrix and \( I_N \) represents \( N \times N \) identity matrix.

\[
F^{-1} = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & W^{-1} & W^{-2} & \cdots & W^{-(N_C - 1)} \\
1 & W^{-2} & W^{-4} & \cdots & W^{-2(N_C - 1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & W^{-(N_C - 1)} & W^{-2(N_C - 1)} & \cdots & W^{-(N_C - 1)^2}
\end{bmatrix}
\]  

(5.5)

where \( W = e^{(j2\pi/N_C)} \).

3) The cyclic prefix can be stacked on top of the OFDM symbol in (5.4). This is done by taking the last \( N_gN \) elements of \( S(j) \) and stacking them on its beginning to produce the vector \( S'(j) \). In matrix notation this can be written as
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\[ S'(j) = A_1S(j) = \begin{pmatrix} 0 & I_{N_g} \\ I_{N_c} \end{pmatrix} \otimes I_N S(j) \]  
(5.6)

where 0 is zero matrix with an \( N_g \times (N_c-N_g) \) dimension.

4) The NTRPT process is defined as follows:

1) in case \( S'(j) \) does suffer from the PAPR problem,
   a) the cyclic prefix will be discarded.
   b) \( S(j) \) will go through a spreading technique to produce \( Sc(j) \).

\[
Sc(j) = \begin{pmatrix} sc(0, j) \\ \vdots \\ sc(IN_C - 1, j) \end{pmatrix}
\]  
(5.7)

where \( Sc(j) \) dimensions are \( N_cKx1 \) (i.e. \( sc(i,j) \) denotes the \( Nx1 \) MIMO vector that is transmitted on the \( i \)-th subcarrier of the \( j \)-th MIMO-OFDM symbol).

c) Equation (5.7) will be written to be \( I \) blocks

\[
Sc(j) = \begin{pmatrix} sc_b(0, j) \\ \vdots \\ sc_b(I - 1, j) \end{pmatrix}
\]  
(5.8)

where \( sc_b(a,j) \) dimensions are \( NN_cx1 \) and \( a \) denotes the block that is transmitted for the \( j \)-th MIMO-OFDM symbol.

d) the control sequence data will be attached to (5.8) to complete the format of the MIMO-OFDM symbol

\[
S_{\text{new}}'(j) = \begin{pmatrix} sc_b'(0, j) \\ \vdots \\ sc_b'(I - 1, j) \end{pmatrix}
\]  
(5.9)

where \( sc_b'(a,j) \) dimensions are \( (N_c+N_g)Nx1 \), and can be defined as
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\[
\mathbf{sc}_b'(a, j) = \\
\begin{pmatrix}
\mathbf{csd}(0) \\
\mathbf{sc}_{b1}(0, j) \\
\vdots \\
\mathbf{csd}(N - 1) \\
\mathbf{sc}_{b1}(N - 1, j)
\end{pmatrix}
\]  
(5.10)

where \(\mathbf{csd}(a)\) is the control sequence data matrix with an \(N_g \times 1\) dimension and \(\mathbf{sc}_{b1}\) is the OFDM symbol to be transmitted through the \(a\)-th antenna with \(N_c \times 1\) dimension.

II) In case where \(S'(j)\) does not suffer from the PAPR problem, (5.6) will be modified to

\[
\mathbf{S'}_{\text{new}}(f) = \\
\begin{pmatrix}
\mathbf{S'}(a) \\
\vdots \\
\mathbf{S'}(I - 1)
\end{pmatrix}
\]  
(5.11)

5) Finally, the signal is transmitted over the frequency-selective channel as in (5.2). In case ISI occurs, its assumed that the only significant interference comes from the preceding MIMO-OFDM symbol \(S'_{\text{new}}(j-1)\). Under this assumption, the convolution in (5.2) can be represented as

\[
\mathbf{r'}(j) = \mathbf{G'}\mathbf{S'}_{\text{new}}(f) + \mathbf{G}_{\text{ISI}}\mathbf{S'}_{\text{new}}(j-1) + \mathbf{n'}(j)
\]  
(5.12)

where the size of \(\mathbf{G'}\) and \(\mathbf{G}_{\text{ISI}}\) equals \(M(N_c+N_g)\times K(N_c+N_g)\), and \(\mathbf{G'}\) is defined by

\[
\mathbf{G'} = \\
\begin{pmatrix}
\mathbf{G}_0 \\
\vdots \\
\mathbf{G}_{L-1}
\end{pmatrix}
\]  
(5.13)

where \(\mathbf{G'}\) represents \(G_l = G(l)\). \(\mathbf{G}_{\text{ISI}}\) is a matrix with all elements equal to zero, except for the \(M(L-1)\times K(L-1)\) elements of the upper-right corner, these are defined by the upper-triangular block matrix.
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\[
\begin{pmatrix}
G(L-1) & \cdots & G(L) \\
\vdots & \ddots & \vdots \\
0 & \cdots & G(L-1)
\end{pmatrix}
\]  

(5.14)

Furthermore, \( S'_\text{new}(j) \) and \( n'(j) \) are, respectively, defined by

\[
S'_\text{new}(j) = \begin{pmatrix}
S'_\text{new}(jT_{total} + 0) \\
\vdots \\
S'_\text{new}(jT_{total} + T_{total} - 1)
\end{pmatrix}
\]

and

\[
n'(k) = \begin{pmatrix}
n(jT_{total} + 0) \\
\vdots \\
n(jT_{total} + T_{total} - 1)
\end{pmatrix}
\]  

(5.15)

Note that when ISI from more than one MIMO-OFDM symbol has to be taken into account, matrix notation becomes impractical and one should use (5.2).

At the receiver, the received data can be transformed to a matrix representation as follows:

1) First the guard interval is checked.
   a) If it is a cyclic prefix, it will be discarded. This is done by discarding the first \( N_gM \) samples of \( r'(j) \) as follows

\[
r'_\text{new}(j) = A_2 r'(j)
\]  

(5.16)

where \( A_2 \) can be defined as \((0_{N_cN_g} \ I_{N_c} \otimes I_M)\).

b) If it is a control sequence data, then the received data will be rearranged to be in the correct sequence.

2) The FFT is then performed:

\[
x'(j) = \frac{1}{\sqrt{N_c}} (F \otimes I_M) r'_\text{new}(j)
\]  

(5.17)

where \( F \) denotes the \( N_c \times N_c \) Fourier matrix, and \( x'(j) \) is defined as
\[ x'(j) = \begin{bmatrix} x(0,j) \\ \vdots \\ x(Nc-1,j) \end{bmatrix} \quad (5.18) \]

where \( x(i,k) \) denotes the \( M \times 1 \) received MIMO vector on the \( i \)-th subcarrier of the \( j \)-th MIMO-OFDM symbol.

### 5.4 Simulation Results

The NTRPT technique proposed in this chapter for a MIMO-OFDM system has been simulated in MATLAB in order to evaluate its performance. The main parameters that are used for the simulation are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Modulation techniques</th>
<th>BPSK, QPSK, 16-QAM and 64-QAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coding technique</td>
<td>Turbo encoder, Convolutional encoder</td>
</tr>
<tr>
<td>Coding rate</td>
<td>1/2 and 1/3</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>256</td>
</tr>
<tr>
<td>MIMO encoders</td>
<td>V-BLAST and STBC</td>
</tr>
<tr>
<td>Spreading rate</td>
<td>2 and 3</td>
</tr>
<tr>
<td>Guard Interval</td>
<td>0.25</td>
</tr>
</tbody>
</table>

In this simulation, a larger number of subcarriers were used, than WLAN IEEE 802.11, which uses 256 subcarriers. This is because of the aim, which is supporting the high quality multimedia applications by increasing the overall system data rate. Increasing the number of data subcarriers will increase the data accommodated in the OFDM symbols, but will also increase the PAPR as will. Moreover, this section a comparison will be draw between the results of the NTRPT in combating the PAPR with those of some conventional techniques, clipping and Partial Transmit Sequence.
(PTS) techniques, and will compare the performance of NTRPT with different linear encoding techniques. The main parameters that are used for this simulation are shown in the following table.

### 5.4.1 NTRPT based on Turbo encoder Compared to the Conventional Techniques

Subsection 5.4.1.1 will concentrate on the results achieved from applying the NTRPT-based turbo coding to MIMO-OFDM systems. These results will be compared to those of the conventional clipping and PTS techniques as shown in Subsection 5.4.1.2 and Subsection 5.4.1.3 respectively.

#### 5.4.1.1 NTRPT to reduce the PAPR problem

The following tables and figures will give a sample from the achieved results to give a brief idea about the effectiveness of achieved improvement in reducing the PAPR. Table 5.2 shows the results achieved by using NTRPT-MIMO-OFDM based on a BPSK, QPSK, 16QAM and 64QAM modulation techniques.

From this table, the success of the proposed technique in combating PAPR is clearly noticeable, since a significant PAPR reduction ratio was achieved for different MIMO-OFDM configurations (i.e., different combinations of modulation techniques, MIMO encoders, coding rates and spreading rates). In case of using a BPSK modulation technique, PAPR reduction ratio reaches 88.4% and 86.7% when using a spreading rate of 3 and 2 respectively. These ratios remain approximately the same when the modulation technique is changed to 64QAM, which they reach the 89% for spreading rate equals 3 and 86.4% when the used spreading rate was 2.

Moreover, increasing the spreading rate will increase the achieved PAPR reduction for both situations; BPSK and 64QAM. The improvement in the reduction ratio when the spreading rate is changed from 2 to 3 equals 8.7% and 6.2% when using BPSK and 64QAM modulation techniques respectively.
Table 5.2: Applying the NTRPT to a MIMO-OFDM system based on turbo encoder

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>Coding rate</th>
<th>MIMO encoding</th>
<th>PAPR before applying NTRPT (dB)</th>
<th>PAPR after applying NTRPT (dB)</th>
<th>Reduction ratio (%)</th>
<th>Improvement in reduction rates according to the spreading rates (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spreading rate</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1/2</td>
<td>STBC</td>
<td>12.264</td>
<td></td>
<td>2.989</td>
<td>1.916</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.851</td>
<td></td>
<td>2.77</td>
<td>1.832</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>10.366</td>
<td></td>
<td>2.575</td>
<td>2.012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.994</td>
<td></td>
<td>1.855</td>
<td>1.625</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>10.394</td>
<td></td>
<td>2.386</td>
<td>2.354</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>14.397</td>
<td></td>
<td>2.977</td>
<td>2.706</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>11.252</td>
<td></td>
<td>4.022</td>
<td>3.879</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.824</td>
<td></td>
<td>1.956</td>
<td>1.329</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>8.307</td>
<td></td>
<td>1.187</td>
<td>1.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>10.601</td>
<td></td>
<td>1.956</td>
<td>1.430</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>11.610</td>
<td></td>
<td>1.851</td>
<td>1.576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>11.980</td>
<td></td>
<td>1.750</td>
<td>1.709</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>9.517</td>
<td></td>
<td>1.401</td>
<td>1.314</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>11.728</td>
<td></td>
<td>1.590</td>
<td>1.517</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>13.180</td>
<td></td>
<td>2.261</td>
<td>1.444</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.013</td>
<td></td>
<td>2.133</td>
<td>2.011</td>
</tr>
</tbody>
</table>

For clarity, the CCDF plots for the achieved results in the previous tables are displayed. The CCDF is calculated to show the probability of the PAPR that will exceed some threshold. Figures 5.4-5.11 show the calculated CCDF for the achieved results of using NTRPT-MIMO-OFDM based on different modulation techniques, BPSK, QPSK, 16QAM and 64QAM.
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Figure 5.4: The CCDF for the NTRPT-MIMO-OFDM system based on a BPSK modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3.
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Figure 5.5 (a)

Figure 5.5 (b)

Figure 5.5: The CCDF for the NTRPT-MIMO-OFDM system based on a BPSK modulation technique. (a) V-BLAST with coding rate 1/2, and (b) V-BLAST with coding rate 1/3
In Figure 5.4 the CCDF plots are described for using a STBC MIMO encoder with coding rates 1/2 and 1/3 respectively, while in Figure 5.5 the MIMO encoder is changed to V-BLAST. The probabilities that dose exceed a 4 dB threshold as an example in Figure 5.4 part (a) are reduced from $9.5 \times 10^{-1}$ to $4.1 \times 10^{-1}$ and $1.2 \times 10^{-1}$ when the spreading rate is changed from 2 to 3 respectively. These probabilities are improved from $9.4 \times 10^{-1}$ to $3 \times 10^{-1}$ and $1.5 \times 10^{-1}$ in part (b) for spreading rate equals 2 and 3 respectively. Changing MIMO encoder to be V-BLAST in Figure 5.5 parts (a) reduces the probabilities for using spreading rate equals 2 from $9.6 \times 10^{-1}$ to $3.5 \times 10^{-1}$ and to $9.6 \times 10^{-2}$ when the spreading rate is changed to 3. In part (b), using spreading rate equals 2 reduces the probability from $9.3 \times 10^{-1}$ to $9.8 \times 10^{-2}$. Increasing the spreading rate to 3 improves the probability to $4.8 \times 10^{-2}$.

Changing the modulation technique will affect the achieved CCDF plots. Thus Figures 5.6 and 5.7 will cover the CCDF plot for the STBC and the V-BLAST respectively.

Figure 5.6 (a)
As a conclusion, changing the modulation technique did not affect the powerfulness of the NTRPT in reducing the PAPR values. This is according the noticeable differences between the CCDF plots before and after using NTRPT to combat the effect of PAPR.
Before using the NTRPT, CR=0.33, VBLAST

After using the NTRPT, SPR=2

After using the NTRPT, SPR=3

Figure 5.7: The CCDF for the NTRPT-MIMO-OFDM system based on a QPSK modulation technique. (a) V-BLAST with coding rate 1/2, and (b) V-BLAST with coding rate 1/3
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Changing MIMO encoder to be V-BLAST with using a QPSK modulation technique still does not affect the achieved reduction ratios from using NTRPT. In Figure 5.7 parts (a), it reduces the probabilities for using spreading rate equals 2 from $9.45 \times 10^{-1}$ to $4.2 \times 10^{-1}$ and to $3.5 \times 10^{-1}$ when the spreading rate is changed to 3. In part (b), using spreading rate equals 2 reduces the probability from $9.3 \times 10^{-1}$ to $1.3 \times 10^{-1}$. Increasing the spreading rate to 3 improves the probability to $1.2 \times 10^{-2}$.

Trying to cover the usage of NTRPT in the 3G systems, thus the modulation technique is changed to be 16QAM. This step is covered in Figures 5.8 and 5.9.

Figure 5.8 is divided into two parts; each of them shows CCDF plots for a specific spreading rate. Part (a) the NTRPT is applied with spreading rate equals 2, while part (b) shows the results from increasing the spreading rate to be 3.

![CCDF Plots/ 16QAM](image)

Figure 5.8 (a)
In Figure 5.8, parts (a) and (b), the CCDF plots are described for using a STBC MIMO encoder with coding rates 1/2 and 1/3 respectively. The probabilities that dose exceed a 4 dB threshold as an example in part (a) are reduced from 8.8\times10^{-1} to 7.2\times10^{-2} and 2.1\times10^{-2} when the spreading rate is changed from 2 to 3 respectively. These probabilities are improved from 9.4\times10^{-1} to 9.4\times10^{-2} and 4.1\times10^{-2} in part (b) for spreading rate equals 2 and 3 respectively.

Changing MIMO encoder to be V-BLAST is shown in Figure 5.9; in part (c) reduces the probabilities for using spreading rate equals 2 from 9.2\times10^{-1} to 1.4\times10^{-1} and to 1.2\times10^{-2} when the spreading rate is changed to 3. In part (d), using spreading rate equals 2 reduces the probability from 9.5\times10^{-1} to 7.3\times10^{-2}. Increasing the spreading rate to 3 improves the probability to 6.6\times10^{-2}.

Also from Figure 5.8 and 5.9, the reduction ratios are still high even the modulation technique is changed to 16QAM.
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Figure 5.9 (a)

Figure 5.9 (b)

Figure 5.9: The CCDF for the NTRPT-MIMO-OFDM system based on a 16-QAM modulation technique. (a) V-BLAST with coding rate 1/2 and (b) V-BLAST with coding rate 1/3
For the sake of generality, the 16QAM modulation technique is changed to 64QAM. Therefore, if the NTRPT success in reducing the high PAPR value, it will be proposed to the usage in an adaptive systems. Figure 5.10 and 5.11 will cover the achieved results of using the 64QAM with different MIMO encoders.

Figure 5.10: The CCDF for the NTRPT-MIMO-OFDM system based on a 64-QAM modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
Figure 5.11 (a)

Figure 5.11 (b)

Figure 5.11: The CCDF for the NTRPT-MIMO-OFDM system based on a 64-QAM modulation technique. (a) V-BLAST with coding rate ½ and (b) V-BLAST with coding rate 1/3
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Figure 5.10 plots the CCDF curves for NTRPT-MIMO-OFDM system based on 64QAM modulation technique. Part (a) describes the plots for using a STBC MIMO encoder with coding rate equals 1/2. At 4 dB threshold as an example, the probabilities that dose exceed the given threshold are reduced from 9.2x10^{-1} to 1.4x10^{-2} and 1.1x10^{-2} when the spreading rate is changed from 2 to 3 respectively. These probabilities are improved from 9.1x10^{-1} to 2x10^{-1} and 2.1x10^{-2} in part (b) (i.e., the coding rate is changed to 1/3), for spreading rate equals 2 and 3 respectively.

Figure 5.11 describes the results from changing MIMO encoder to be V-BLAST. In parts (a) reduces the probabilities for using spreading rate equals 2 from 9.4x10^{-1} to 4.5x10^{-2} and to 3.1x10^{-2} when the spreading rate is changed to 3. In part (b), using spreading rate equals 2 reduces the probability from 9.1x10^{-1} to 1.9x10^{-1}. Increasing the spreading rate to 3 improves the probability to 1.5x10^{-1}.

5.4.1.2 Clipping technique to reduce the PAPR problem

The next step is the evaluation of the performance of the present technique in comparison to conventional ones. Table 5.3 summarises the results by using the clipping technique to combat the existence of high PAPR.

From Table 5.3, it is obvious that the proposed technique gave an improvement in PAPR reduction ratios more than clipping technique. The success of clipping technique in reducing the PAPR values does not approximately exceed the 19%. In case of using a BPSK modulation technique, PAPR reduction ratio reaches 19.3% and 19% when the modulation technique is changed to 64QAM. For more clarity, Figures 5.12-5.15 show the CCDF plots of the results achieved in Table 5.3.

As a comparison with what are achieved in the previous subsection, the following figures will cover the CCDF plots for different modulation techniques as well as different MIMO encoders.
Table 5.3: Applying the clipping technique to a MIMO-OFDM system

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>Coding rate</th>
<th>MIMO encoding</th>
<th>PAPR before using the clipping technique (dB)</th>
<th>PAPR after using the clipping technique (dB)</th>
<th>The reduction ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>21.896</td>
<td>17.676</td>
<td>19.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>21.250</td>
<td>19.363</td>
<td>8.8</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>21.938</td>
<td>18.689</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>23.938</td>
<td>22.163</td>
<td>7.4</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>22.163</td>
<td>17.011</td>
<td>23.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>22.126</td>
<td>20.2526</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>22.995</td>
<td>17.848</td>
<td>22.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>21.662</td>
<td>17.790</td>
<td>17.9</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>22.444</td>
<td>17.952</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>23.810</td>
<td>19.163</td>
<td>19.5</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>22.595</td>
<td>17.437</td>
<td>22.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>20.498</td>
<td>17.214</td>
<td>16.0</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>19.901</td>
<td>16.928</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>20.282</td>
<td>17.927</td>
<td>11.6</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>23.876</td>
<td>18.780</td>
<td>21.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>19.886</td>
<td>16.110</td>
<td>19.0</td>
</tr>
</tbody>
</table>
Figure 5.12: The CCDF for using the clipping technique in a MIMO-OFDM system based on a BPSK modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
Figure 5.13: The CCDF for using the clipping technique in a MIMO-OFDM system based on a BPSK modulation technique. (a) V-BLAST with coding rate 1/2 and (b) V-BLAST with coding rate 1/3.
Figure 5.12 shows the CCDF plots for the clipping technique with BPSK modulation technique. In part (a), the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.83 \times 10^{-1}$ to $9.75 \times 10^{-1}$ with coding rate equals 1/2. For coding rate equals 1/3, it is reduced from $9.84 \times 10^{-1}$ to $9.77 \times 10^{-1}$ in part (b).

To cover changing the used MIMO encoder to V-BLAST, Figure 5.13 displays the CCDF curves. It is clearly that it improves the probability from $9.82 \times 10^{-1}$ to $9.78 \times 10^{-1}$ in part (c) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (b) reduces the probabilities from $9.86 \times 10^{-1}$ to $9.83 \times 10^{-1}$.

Figures 5.14 and 5.15 show the CCDF plots for changing the modulation technique from BPSK to QPSK. Figure 5.14 consists of two parts, parts (a) and (b) describing the CCDF plots for using STBC MIMO encoder with coding rates equals 1/2 and 1/3 respectively. On the other hand, Figure 5.15 shows the CCDF plots for changing the MIMO encoder to be V-BLAST. It describes in parts (a) and (b) respectively for the coding rates 1/2 and 1/3.

![Figure 5.14 (a)](image-url)
Figure 5.14 (b)

Figure 5.14: The CCDF for using the clipping technique in a MIMO-OFDM system based on a QPSK modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3.
In Figure 5.14 the modulation technique is changed to QPSK. In part (a), the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.84 \times 10^{-1}$ to $9.72 \times 10^{-1}$. For coding rate equals 1/3, it is reduced from $9.85 \times 10^{-1}$ to $9.74 \times 10^{-1}$ in part (b). On the other hand changing the used MIMO encoder in Figure 5.15 to V-BLAST improves the probability from $9.84 \times 10^{-1}$ to $9.81 \times 10^{-1}$ in part (a) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (b) reduces the probabilities from $9.83 \times 10^{-1}$ to $9.75 \times 10^{-1}$.

Figure 5.16 shows the CCDF plots for changing the modulation technique to 16QAM. The CCDF plots are divided into parts (a) and (b) describes the CCDF plots for using STBC MIMO encoder with coding rates equals 1/2 and 1/3 respectively. The CCDF plots for changing the MIMO encoder to be V-BLAST is described in Figure 5.17 parts (a) and (b) respectively for the coding rates 1/2 and 1/3.
Figure 5.16 (a)

Figure 5.16: The CCDF for using the clipping technique in a MIMO-OFDM system based on a 16-QAM modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
Figure 5.17: The CCDF for using the clipping technique in a MIMO-OFDM system based on a 16-QAM modulation technique. (a) V-BLAST with coding rate 1/2 and (b) V-BLAST with coding rate 1/3
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Figure 5.16 shows the CCDF plots for the clipping technique with 16QAM modulation technique. In part (a), the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.84 \times 10^{-1}$ to $9.76 \times 10^{-1}$ with coding rate equals 1/2. For coding rate equals 1/3, it is reduced from $9.85 \times 10^{-1}$ to $9.74 \times 10^{-1}$ in part (b).

Figure 5.17 describes the improvement as a result of changing the used MIMO encoder to V-BLAST in the probability from $9.86 \times 10^{-1}$ to $9.78 \times 10^{-1}$ in part (a) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (b) reduces the probabilities from $9.81 \times 10^{-1}$ to $9.73 \times 10^{-1}$.

For using 64QAM modulation technique, the CCDF plots are shown in Figures 5.18 and 5.19. Both of these plots are divided into two parts, parts (a) and (b) describes the CCDF plots for using different spreading rates equals 1/2 and 1/3 respectively. In Figure 5.18, the MIMO encoder is chosen to be STBC encoder. While the CCDF plots for changing the MIMO encoder to be V-BLAST is described in Figure 5.19.
Figure 5.18: The CCDF for using the clipping technique in a MIMO-OFDM system based on a 64-QAM modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
In Figure 5.18 the modulation technique is changed to 64QAM. In part (a), the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.8 \times 10^{-1}$ to $9.72 \times 10^{-1}$. For coding rate equals 1/3, it is reduced from $9.86 \times 10^{-1}$ to $9.78 \times 10^{-1}$ in part (b). Changing the used MIMO encoder to V-BLAST in Figure 5.19 improves the probability from $9.81 \times 10^{-1}$ to $9.75 \times 10^{-1}$ in part (c) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (d) reduces the probabilities from $9.8 \times 10^{-1}$ to $9.7 \times 10^{-1}$.

From this subsection, it can be concluded that the reduction ratio achieved by using NTRPT are significant according to the achieved from using the clipping technique.

5.4.1.3 PTS technique to reduce the PAPR problem

After checking the performance of using the NTRPT with the achieved results from the clipping technique, this subsection shows the results of using another conventional...
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PAPR reduction technique. Table 5.4 summarises the results achieved by using the PTS technique to combat the highly PAPR. This table demonstrates the results of using BPSK, QPSK, 16QAM and 64QAM modulation techniques for different system parameters (i.e., coding rates and MIMO encoders).

Table 5.4: Applying the PTS technique to a MIMO-OFDM system

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>Coding rate</th>
<th>MIMO encoding</th>
<th>PAPR before using the PTS (dB)</th>
<th>PAPR after using the PTS (dB)</th>
<th>The reduction ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>14.259</td>
<td>10.628</td>
<td>25.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>9.987</td>
<td>8.376</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>13.324</td>
<td>9.163</td>
<td>31.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.571</td>
<td>11.965</td>
<td>11.8</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>14.579</td>
<td>12.457</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.214</td>
<td>11.001</td>
<td>16.7</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>12.681</td>
<td>9.827</td>
<td>22.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>15.189</td>
<td>13.635</td>
<td>10.2</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>13.240</td>
<td>12.884</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.270</td>
<td>11.695</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>11.152</td>
<td>9.354</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.795</td>
<td>9.509</td>
<td>25.7</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>12.423</td>
<td>11.871</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>11.687</td>
<td>10.013</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>13.424</td>
<td>12.551</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.252</td>
<td>11.125</td>
<td>9.2</td>
</tr>
</tbody>
</table>

Comparing to the achieved results in the previous two subsections, the reduction ratios according the PTS is not quite as high as the achieved from the clipping
technique. Furthermore, both of them did not reach the significant reduction ratios that are achieved by applying the NTRPT. The following figures present the CCDF plots of achieved results in Table 5.4 for different modulation technique, each of which is consists of two parts, parts (a) and (b) describes the CCDF plots for using coding rates equals 1/2 and 1/3 respectively. Starting from Figure 5.20, it shows the CCDF plots for a STBC MIMO encoder, while changing the MIMO encoder to be V-BLAST is described in Figure 5.21.

![Figure 5.20 (a)](image1)

![Figure 5.20 (b)](image2)

**Figure 5.20**: The CCDF for using the PTS technique in a MIMO-OFDM system based on a BPSK modulation technique. (a) STBC with coding rate 1/2 (b) STBC with coding rate 1/3
Figure 5.21 (a)

Figure 5.21 (b)

Figure 5.21: The CCDF for using the clipping technique in a MIMO-OFDM system based on a BPSK modulation technique. (a) V-BLAST with coding rate 1/2 and (b) V-BLAST with coding rate 1/3
Figure 5.20 shows the CCDF plots for the clipping technique with BPSK modulation technique. In part (a), the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.62 \times 10^{-1}$ to $9.31 \times 10^{-1}$ with coding rate equals 1/2. For coding rate equals 1/3, it is reduced from $9.56 \times 10^{-1}$ to $9.1 \times 10^{-1}$ in part (b).

To be more consistences with the previous subsections, the used MIMO encoder is changed to V-BLAST and Figure 5.21 concludes the achieved results. The V-BLAST encoder improves the probability from $9.23 \times 10^{-1}$ to $8.92 \times 10^{-1}$ in part (a) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (b) reduces the probabilities from $9.57 \times 10^{-1}$ to $9.46 \times 10^{-1}$.

In Figures 5.22 and 5.23 the modulation technique is changed to QPSK. In part (a) from Figure 5.22, the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.63 \times 10^{-1}$ to $9.49 \times 10^{-1}$. For coding rate equals 1/3, it is reduced from $9.51 \times 10^{-1}$ to $9.21 \times 10^{-1}$ in part (b). Changing the used MIMO encoder in Figure 5.23 to V-BLAST reduces the probability from $9.55 \times 10^{-1}$ to $9.36 \times 10^{-1}$ in part (a) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (b) reduces the probabilities from $9.66 \times 10^{-1}$ to $9.58 \times 10^{-1}$.
Figure 5.22: The CCDF for using the PTS technique in a MIMO-OFDM system based on a QPSK modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3

Figure 5.23 (a)
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Figure 5.23: The CCDF for using the PTS technique in a MIMO-OFDM system based on a QPSK modulation technique. (a) V-BLAST with coding rate 1/2 and (b) V-BLAST with coding rate 1/3.

Figure 5.24 shows the CCDF plots for the clipping technique with 16QAM modulation technique and STBC MIMO encoder. In part (a), the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.58 \times 10^{-1}$ to $9.51 \times 10^{-1}$ with coding rate equals 1/2. For coding rate equals 1/3, it is reduced from $9.38 \times 10^{-1}$ to $9.12 \times 10^{-1}$ in part (b).

Changing the used MIMO encoder in Figure 5.25 to V-BLAST improves the probability from $9.5 \times 10^{-1}$ to $9.43 \times 10^{-1}$ in part (a) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (b) reduces the probabilities from $9.52 \times 10^{-1}$ to $9.15 \times 10^{-1}$.
Figure 5.24: The CCDF for using the PTS technique in a MIMO-OFDM system based on a 16-QAM modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
Figure 5.25: The CCDF for using the PTS technique in a MIMO-OFDM system based on a 16-QAM modulation technique. (a) V-BLAST with coding rate 1/2 and (d) V-BLAST with coding rate 1/3.
Changing the modulation technique to be 64QAM will affect the CCDF plots as it is shown in Figures 5.26 and 5.27 for STBC and V-BLAST MIMO encoders respectively. Parts (a) and (b) describes in each figure describes the CCDF plots for using MIMO encoder with coding rates equals 1/2 and 1/3 respectively.

Figure 5.26: The CCDF for using the PTS technique in a MIMO-OFDM system based on a 64-QAM modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
In Figure 5.26 part (a), the probability of the PAPR values that exceed the 4 dB threshold is reduced from $9.5 \times 10^{-1}$ to $9.45 \times 10^{-1}$. For coding rate equals $1/3$, it is reduced from $9.57 \times 10^{-1}$ to $9.5 \times 10^{-1}$ in part (b).

Figure 5.27: The CCDF for using the PTS technique in a MIMO-OFDM system based on a 64-QAM modulation technique. (a) V-BLAST with coding rate $1/2$ and (d) V-BLAST with coding rate $1/3$
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In Figure 5.27 changing the used MIMO encoder to V-BLAST improves the probability from $9.43 \times 10^{-1}$ to $9.23 \times 10^{-1}$ in part (a) (i.e., the coding rate equals 1/2). Using coding rate equals 1/3 in part (b) reduces the probabilities from $9.48 \times 10^{-1}$ to $9.38 \times 10^{-1}$.

It is evident from the simulation results shown in Tables 5.2-5.4, that the present technique has significantly reduced PAPR for the proposed MIMO-OFDM system. This improvement in system performance has been maintained even when different combinations of modulation and MIMO coding techniques were used. It can therefore be concluded that this work is compatible with adaptive systems and with different MIMO designs.

5.4.2 NTRPT based on Convolutional encoder when compared to the conventional techniques

The previous subsection inspected the performance of NTRPT based on turbo coding while this one checks the same performance of NTRPT based on another type of linear coding, namely convolutional coding.

The achieved results both from applying NTRPT or conventional techniques are presented here. Table 5.5 shows the results of using the NTRPT-MIMO-OFDM in conjunction with different modulation techniques, BPSK, QPSK, 16QAM and 64QAM.

From this table, the proposed technique gives a noticeable success in combating PAPR despite using a different linear coding technique. Comparing to applying turbo encoder for spreading purposes, the convolutional encoder did not achieve the same PAPR reduction level. The achieved PAPR reduction ratios were still significant for using different MIMO-OFDM configurations (i.e., different combinations of modulation techniques, MIMO encoders, coding rates and spreading rates).
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Table 5.5: Applying the NTRPT to a MIMO-OFDM system based on convolutional encoder

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>Coding rate</th>
<th>MIMO encoding</th>
<th>PAPR before applying NTRPT (dB)</th>
<th>PAPR after applying NTRPT (dB)</th>
<th>The reduction ratio (%)</th>
<th>The improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spreading rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>14.4</td>
<td>4.7</td>
<td>3.9</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>10.9</td>
<td>3.4</td>
<td>2.9</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>9.3</td>
<td>2.9</td>
<td>2.2</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.1</td>
<td>3.7</td>
<td>2.4</td>
<td>72</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>11.4</td>
<td>4.3</td>
<td>3.3</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.6</td>
<td>2.9</td>
<td>2.5</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>10.2</td>
<td>4.4</td>
<td>3.9</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>11.8</td>
<td>2.6</td>
<td>1.8</td>
<td>78</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>9.3</td>
<td>1.9</td>
<td>1.4</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.6</td>
<td>2.7</td>
<td>2.4</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>9.6</td>
<td>1.8</td>
<td>1.5</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.9</td>
<td>3.5</td>
<td>2.7</td>
<td>72</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>9.5</td>
<td>1.9</td>
<td>1.4</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.7</td>
<td>4.1</td>
<td>3.8</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>12.1</td>
<td>2.6</td>
<td>1.9</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>11.2</td>
<td>2.1</td>
<td>1.8</td>
<td>81</td>
</tr>
</tbody>
</table>

In case of using a BPSK modulation technique, PAPR reduction ratio reaches 82% and 72% when using a spreading rate of 3 and 2 respectively. These ratios have a little
improvement when the modulation technique is changed to 64QAM, which they reach the 85% for spreading rate equals 3 and 81% when the used spreading rate was 2.

Moreover, increasing the spreading rate has the same effect in increasing the achieved PAPR reduction as the same as for using turbo encoder. This is true for both situations; BPSK and 64QAM. The improvement in the reduction ratio when the spreading rate is changed from 2 to 3 equals 10% and 5% when using BPSK and 64QAM modulation techniques respectively.

For clarity, the CCDF plots for the achieved results in the previous table are displayed. Figures 5.28-5.35 show the calculated CCDF for the achieved results of using NTRPT-MIMO-OFDM based on BPSK, QPSK, 16QAM and 64QAM respectively.

These Figures are divided into two parts each of which compares the CCDF plots for different system parameters. Parts (a) and (b), the CCDF plots are described for using different coding rates equals 1/2 and 1/3 respectively.

![CCDF plots/ BPSK](image-url)

**Figure 5.28 (a)**
Figure 5.28 (b)

Figure 5.28: The CCDF for the NTRPT-MIMO-OFDM system based on a BPSK modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3

Figure 5.29 (a)

Figure 5.29: The CCDF for the NTRPT-MIMO-OFDM system based on a V-BLAST modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
Figure 5.29 (b)

Figure 5.29: The CCDF for the NTRPT-MIMO-OFDM system based on a BPSK modulation technique. (a) V-BLAST with coding rate 1/2 and (b) V-BLAST with coding rate 1/3

In Figure 5.28, the probabilities that do exceed a 4 dB threshold as an example in part (a) are reduced from $9.2 \times 10^{-1}$ to $6.15 \times 10^{-1}$ and $5.1 \times 10^{-1}$ when the spreading rate is changed from 2 to 3 respectively. These probabilities are improved from $9 \times 10^{-1}$ to $3.8 \times 10^{-1}$ and $1.2 \times 10^{-1}$ in part (b) for spreading rate equals 2 and 3 respectively. In part (a) from Figure 5.29, changing MIMO encoder to be V-BLAST reduces the probabilities for using spreading rate equals 2 from $8.8 \times 10^{-1}$ to $1.7 \times 10^{-1}$ and to $6.1 \times 10^{-2}$ when the spreading rate is changed to 3. In part (b), using spreading rate equals 2 reduces the probability from $9.1 \times 10^{-1}$ to $3.5 \times 10^{-1}$. Increasing the spreading rate to 3 improves the probability to $2.1 \times 10^{-1}$.

To compare the achieved results in Subsection 5.4.1, the modulation technique is changed and must cover the different modulation techniques even the QPSK or the other QAM modulation techniques. Figures 5.29 and 5.30 show the CCDF plots when the modulation technique is changed from BPSK to QPSK.
Figure 5.30: The CCDF for the NTRPT-MIMO-OFDM system based on a QPSK modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
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Figure 5.30 shows the CCDF plots for the clipping technique with QPSK modulation technique. In part (a), the probability of the PAPR values that exceed a 4 dB threshold as an example in part (a) are reduced from $9.15 \times 10^{-1}$ to $4.6 \times 10^{-1}$ and $4.1 \times 10^{-1}$ when the spreading rate is changed from 2 to 3 respectively. These probabilities are improved from $9.2 \times 10^{-1}$ to $2.7 \times 10^{-1}$ and $1.9 \times 10^{-2}$ in part (b) for spreading rate equals 2 and 3 respectively. Changing MIMO encoder in Figure 5.31 to be V-BLAST in parts (a) reduces the probabilities for using spreading rate equals 2 from $9 \times 10^{-1}$ to $5.8 \times 10^{-1}$ and to $4.5 \times 10^{-1}$ when the spreading rate is changed to 3. In part (b), using spreading rate equals 2 reduces the probability from $9.1 \times 10^{-1}$ to $6.2 \times 10^{-2}$. Increasing the spreading rate to 3 improves the probability to $5.1 \times 10^{-2}$.

Figure 5.31 (a)
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Figure 5.31: The CCDF for the NTRPT-MIMO-OFDM system based on a QPSK modulation technique. (a) V-BLAST with coding rate 1/2 and (b) V-BLAST with coding rate 1/3

Figures 5.32 and 5.33 show the CCDF plots for a 16QAM modulation technique with STBC and V-BLAST MIMO encoders respectively. In Figure 5.32, the probabilities that do exceed a 4 dB threshold as an example in part (a) are reduced from 8.9x10^{-1} to 9.7x10^{-2} and 4.1x10^{-4} when the spreading rate is changed from 2 to 3 respectively. These probabilities are improved from 9.21x10^{-1} to 2.3x10^{-1} and 6.7x10^{-2} in part (b) for spreading rate equals 2 and 3 respectively.

The MIMO encoder is changed to be V-BLAST in Figure 5.33. Part (a) reduces the probabilities achieved in Figure 5.32 for using spreading rate equals 2 from 8.8x10^{-1} to 2.25x10^{-2} and to 4.3x10^{-5} when the spreading rate is changed to 3. In part (b), using spreading rate equals 2 reduces the probability from 9.1x10^{-1} to 3.1x10^{-1}. Increasing the spreading rate to 3 improves the probability to 2.8x10^{-1}.

Figure 5.32: The CCDF for the NTRPT-MIMO-OFDM system based on a 16QAM modulation technique, (a) STBC with coding rate 1/3, (b) STBC with coding rate 1/2.
Figure 5.32: The CCDF for the NTRPT-MIMO-OFDM system based on a 16QAM modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
Figure 5.33: The CCDF for the NTRPT-MIMO-OFDM system based on a 16QAM modulation technique. (a) V-BLAST with coding rate 1/2 and (d) V-BLAST with coding rate 1/3.
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For NTRPT-MIMO-OFDM system based on 64QAM modulation technique, Figures 5.34 and 5.35 show the achieved CCDF curves.

Figure 5.34: The CCDF for the NTRPT-MIMO-OFDM system based on a 64QAM modulation technique. (a) STBC with coding rate 1/2, (b) STBC with coding rate 1/3
Figure 5.35: The CCDF for the NTRPT-MIMO-OFDM system based on a 64QAM modulation technique. (a) V-BLAST with coding rate 1/2 and (d) V-BLAST with coding rate 1/3
Figure 5.34 part (a) describes the plots for using a STBC MIMO encoder with coding rate equals 1/2. At 4 dB threshold as an example, the probabilities that do exceed the given threshold are reduced from $9 \times 10^{-1}$ to $1.1 \times 10^{-2}$ and $3 \times 10^{-4}$ when the spreading rate is changed from 2 to 3 respectively. These probabilities are improved from $9.5 \times 10^{-1}$ to $5.2 \times 10^{-1}$ and $3.1 \times 10^{-2}$ in part (b) (i.e., the coding rate is changed to 1/3), for spreading rate equals 2 and 3 respectively.

In Figure 5.35 changing MIMO encoder to be V-BLAST in parts (c) reduces the probabilities for using spreading rate equals 2 from $9.1 \times 10^{-1}$ to $9.7 \times 10^{-2}$ and to $1.5 \times 10^{-2}$ when the spreading rate is changed to 3. In part (d), using spreading rate equals 2 reduces the probability from $9.2 \times 10^{-1}$ to $5.1 \times 10^{-2}$. Increasing the spreading rate to 3 improves the probability to $5.4 \times 10^{-3}$.

5.5Summary

The architecture and the signal model of the NTRPT-MIMO-OFDM system were given in this chapter. The performance of applying NTRPT based on linear encoders to a MIMO-OFDM system has been studied by a simulation programmed in MATLAB, in addition to an evaluation of NTRPT performance compared to the conventional clipping and PTS techniques.

From the results, it is evident that NTRPT based on linear encoders gives significant PAPR reduction ratios compared to conventional techniques.

It is recommended that the turbo encoder is to be used as a spreading technique in NTRPT due to a better PAPR reduction than the convolutional encoder.
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6. Evaluation and Validation

6.1 Introduction

Two test cases are covered in this chapter. Firstly, the proposed technique's results, obtained by using the Agilent signal generator and spectrum analyser (89600 Series Vector Signal Analysers), are verified. The verification process is based on the Signal Studio Toolkit. Secondly, the proposed technique was designed to be implemented to a Xilinx Field Programmable Gate Array (FPGA) card for demonstrating and validating the results achieved from the simulation.

Section 6.2 gives an introduction to the Agilent signal generator and spectrum analyser and presents comparisons between the results achieved there and those from Chapter 4. Section 6.3 introduces the Xilinx FPGA card and the validation process. Section 6.4 presents a discussion of this chapter.

6.2 Validation using Agilent technology

This section is divided into two parts. Subsection 6.2.1 introduces Agilent technology; VSA 89600 series, while Subsection 6.2.2 shows simulation results based on those achieved with the Agilent Signal Studio Toolkit.

6.2.1 Introduction

The Agilent Technologies 89600 Series Vector Signal Analysers (VSAs) are tools for research, product development, manufacturing and field-testing. They can analyse a
wide variety of standard and non-standard signal formats. Twenty-three standard-
signal presets cover the Global System for Mobile Communications (GSM),
Enhanced Data GSM Environment (EDGE), WCDMA, 802.11a, 802.11b and others.
Also, the analysis is supported through the use of statistical tools likes the CCDF and
the pdf to characterise the noise-like behaviour of communications signals.

The signal studio toolkit for 802.11 WLAN provides a powerful signal creation tool
for testing 802.11a/b/g transceivers. WLAN waveforms can easily be created on your
PC with a graphical user interface. The generated WLAN signals can be downloaded
to be analysed by the VSA signal analyser. Moreover, any MATLAB signal can be
downloaded by using the Signal Studio Toolkit application. For more information, the
reader can refer to the Agilent company website at www.Agilent.com.

6.2.2 Simulation Results and discussion

By making use of the signal studio toolkit application, the modulated signal generated
using MATLAB was loaded to be analysed by the VSA and the compared to the
signals generated using the toolkit for 802.11 WLAN.

The following figures show the CCDF plots for a MIMO-OFDM system based on
reference signals, which is analysed by the VSA. These figures show the result of
using a BPSK, QPSK, 16QAM and 64QAM modulation technique; STBC and V-
BLAST MIMO encoders; two different spreading rates, 2 and 3; and a coding rate
equal to ½.

Figures 6.1-6.4 is divided into two parts, the result of the CCDF plots of the MIMO-
OFDM signals with V-BLAST encoder and CCDF plots of changing the MIMO
encoder to be STBC.

These two figures show that the validation of the simulation is achieved, since the
simulated and analysed signals were found in the same regions. This is achieved from
the calculation the standard deviation between these plots. The standard deviation results can be shown in Table 6.1.
Figure 6.1: Comparing the CCDF plots for simulated MIMO-OFDM signals with the analysed signals using VSA based on BPSK modulation technique and coding rate equal 1/2 (a) V-BLAST MIMO encoder (b) STBC MIMO encoder
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Figure 6.2: Comparing the CCDF plots for simulated MIMO-OFDM signals with the analysed signals using VSA based on QPSK modulation technique and coding rate equal 1/2 (a) V-BLAST MIMO encoder (b) STBC MIMO encoder
Figure 6.3: Comparing the CCDF plots for simulated MIMO-OFDM signals with the analysed signals using VSA based on 16QAM modulation technique and coding rate equal 1/2 (a) V-BLAST MIMO encoder (b) STBC MIMO encoder

Figure 6.4 (a)
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Figure 6.4: Comparing the CCDF plots for simulated MIMO-OFDM signals with the analysed signals using VSA based on 64QAM modulation technique and coding rate equal 1/2 (a) V-BLAST MIMO encoder (b) STBC MIMO encoder

Table 6.1: Standard deviation values for the achieved results from the MATLAB simulation and the validation using the Agilent VSA

<table>
<thead>
<tr>
<th></th>
<th>Before using NTRPT</th>
<th></th>
<th>After using NTRPT</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulated</td>
<td>Analysed</td>
<td>Simulated</td>
<td>Analysed</td>
<td>Simulated</td>
<td>Analysed</td>
</tr>
<tr>
<td></td>
<td>by VSA</td>
<td>by VSA</td>
<td>by VSA</td>
<td>by VSA</td>
<td>by VSA</td>
<td>by VSA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPSK</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>STBC</td>
<td>0.233</td>
<td>0.2357</td>
<td>0.2922</td>
<td>0.286</td>
<td>0.229</td>
</tr>
<tr>
<td></td>
<td>V-BLAST</td>
<td>0.236</td>
<td>0.2498</td>
<td>0.282</td>
<td>0.2765</td>
<td>0.225</td>
</tr>
<tr>
<td>QPSK</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>STBC</td>
<td>0.2891</td>
<td>0.3037</td>
<td>0.262</td>
<td>0.2548</td>
<td>0.2606</td>
</tr>
<tr>
<td></td>
<td>V-BLAST</td>
<td>0.2062</td>
<td>0.2131</td>
<td>0.2917</td>
<td>0.2852</td>
<td>0.2791</td>
</tr>
<tr>
<td>16QAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>STBC</td>
<td>0.3313</td>
<td>0.3478</td>
<td>0.1627</td>
<td>0.1555</td>
<td>0.1457</td>
</tr>
<tr>
<td></td>
<td>V-BLAST</td>
<td>0.2846</td>
<td>0.319</td>
<td>0.2343</td>
<td>0.223</td>
<td>0.1897</td>
</tr>
<tr>
<td>64QAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>STBC</td>
<td>0.308</td>
<td>0.332</td>
<td>0.1868</td>
<td>0.1817</td>
<td>0.1775</td>
</tr>
<tr>
<td></td>
<td>V-BLAST</td>
<td>0.2598</td>
<td>0.2464</td>
<td>0.2049</td>
<td>0.1894</td>
<td>0.1982</td>
</tr>
</tbody>
</table>

Table 6.1 describes the standard deviation values of the achieved results from the MATLAB simulation and the validation by the Agilent VSA. The conclusion from the results shown in this table is as follows:

- The results are divided into three separated groups
  - Before using NTRPT
  - Using NTRPT with spreading rate equal to 2
  - Using NTRPT with spreading rate equal to 3
- The simulated and analysed signals from each part can be considered to be from the same group.
6.3 Validation using Xilinx technology

An introduction to the Xilinx technology is given in Subsection 6.3.1, and the process of validating the NTRPT-MIMO-OFDM systems is given in Subsection 6.3.2.

6.3.1 Introduction

Traditionally, implementing DSP algorithms is maintained by two main methods depending on the application speed:

(a) For low-speed applications, it is implemented using programmable DSP chips or fixed function DSP chip-sets

(b) For higher speeds Application-Specific Integrated Circuits (ASICs) is used

Advances in Field Programmable Gate Arrays (FPGAs) provide new options for DSP design. This is due to the following advantages:

(a) maintain the advantages of custom functionality

(b) avoidance of high development costs and the inability to make design modifications after production

(c) addition of design flexibility and adaptability with optimal device utilisation while conserving both board space and system power

The Field Programmable Gate Arrays (FPGA) device contains many logic blocks that can be used to realise different kinds of functions. The interconnections between the logic blocks and the realisation of the functionality are programmed by the user. Therefore, NTRPT-MIMO-OFDM is designed to be implemented to the Digilent D2-FT system board (for more information see Appendix B), which contains an FPGA device hence simulation results can be validated. To help in programming the
Digilent D2-FT system board use was made of the Integrated Software Environment (ISE) and the verilog Hardware Description Language (HDL). The Digilent board employs an FPGA from Xilinx is from the Spartan-II family. The Spartan 2E series is a mature, readily available low cost family, showing clearly that the technique can be implemented using low-cost hardware. For more information, the reader can refer to www.xilinx.com.

6.3.2 The validation process

For the sake of simplicity in programming the NTRPT-MIMO-OFDM transmitter diagram shown in Figure 5.1 (a), the transmitter diagram was split into subblocks, beginning from generation of the input data block and ending with that of the NTRPT block.

Figure 6.5 shows the split blocks in sequential order according to their places in the transmitter diagram.

![Figure 6.5: The main subblocks in the transmitter diagram](image)

In Figure 6.5, for clarity, the model will be limited to the use of turbo coding with coding rate equal ½ as a linear encoder, 16QAM as a modulation technique, and spreading rate equals 2. The second step is to define the functionality of these subblocks, have therefore been built from their basic blocks.

After simulating the blocks that are shown in Figure 6.5 using the HDL language and ISE software, the simulated code can be downloaded to the Digilent D2-FT system
board, after which the outputs can be analysed and compared with the results from the simulated system using MATLAB.

The ISE facilitates checking the codes written by using the behavioural test. The checking process includes the feasibility of implementing the code into the system board as well as detecting the design errors. Unfortunately, after checking the codes, it appeared that the design needs a bigger FPGA device than the one in the Digilent D2-FT system board. Due to the time limitation the results achieved from the behavioural test have been used to validate the simulation results of the proposed technique.

The difference between the behavioural test and the real hardware design is that former excludes the effect of parameters such as processing time delay.

The random number generator can be easily built from a feedback shift register, which can be described in Figure 6.6.

![Figure 6.6: Building a random number generator](image)

In Figure 6.6, the block consists of a 16 bit-shift register. An X-OR process for the bits number 12 and 0 is held to produce the value of bit number 16 by a feedback process.

The shift register initialised by specific values to ease the checking process of the designed block shown in Figure 6.6, which will be the firstly generated data as shown in Figure 6.7.
Figure 6.7 monitors the output of the random number generator block with the clock cycles starting from the 0 ns. The output of the random number generator block is denoted by “s” and the clock cycles are denoted by “clk”. From Figure 6.7, the output value, s, started with the following binary sequence 1001010100000001, which is the initial value of the feedback shift register.

After generating the input data to the proposed design, the data is fed to the second block from Figure 6.5, turbo encoder. Figure 6.8 shows the basic blocks for the turbo encoder subblock as described earlier in Subsection 4.2.1.2.

Figure 6.8 (a) shows the structure of generation turbo codes with a coding ratio equals 2. As can be seen, the turbo encoder consists of two identical convolutional encoders. The output of these encoders is then serialised to form the turbo encoder output. The interleaver is a simple device that rearranges the order of the data bits in a prescribed manner. The delay block is used for synchronisation purposes.
Figure 6.8: (a) simplifying the turbo encoder into its basic blocks, (b) describing the structure of
the interleaver block, and (c) describing the structure of the convolutional encoder block

Where in Figure 6.8 (a), the “clk” denotes the system clock, “Input_data” is the data
to be encoded using a turbo encoder, “reset” is a reset signal and “Tc_out” is the
encoded output data. In Figure 6.8 (b), “data_in” is the data to be interleaved,
“S2p2inter2p2s [N]” denote the N parallel interleaved data and “interlev_out” defines
the interleaved serial data.

The interleaving process is described in Figure 6.8 (b). This figure shows that the
interleaved data can be generated by using modulo process based on the depth and the
length of the process. The researcher used registers with 16 bits width because the
interleaver was of 4 bit depth and 4 bit length. For this interleaving process the first
and last bits remain the same without interleaving, while the others follow this
formula:

\[ S2p2inter2p2s [n] = \text{modulo}(\text{Length} \times n, N-1), n=1, \ldots, N-2 \]
where modulo⁸(a, b) denotes the Modulo operation between the number a and the number b; "Length" defines the interleaver length, in this case equals to 4 and N denotes the result of multiplying the interleaver depth by its width, in this case N = 4x4.

The convolutional coding is easily attained by using a serial shift register, shown as D_in(.), and XOR gates. This shift register is initialised by zeros. The exclusive-OR (XOR) gates are used to produce the convolutional encoded data. The width of this shift register is 5 bits. The coded output can be achieved by using the resultant outputs from XOR (D_in[4], D_in[2]) and XOR (D_in[3], D_in[1], D_in[0]) as inputs to the XOR gate which produces the convcod_out, where XOR⁹ (c, d) denotes the XOR process to the inputs c and d.

The outputs from the delay block and the second convolutional encoder, namely "del2tc_ps" and "concod22tc_ps" respectively will be combined together by a P/S block to form the output of the turbo encoder block. According to the description of Figure 6.8 (c), Figure 6.9 shows the encoded data from the first convolutional encoder. The output is denoted by "convcod_out". Starting from the 0 ns, Table 6.2 describes part of the encoded data.

<table>
<thead>
<tr>
<th>data_in</th>
<th>D_in(4)</th>
<th>D_in(3)</th>
<th>D_in(2)</th>
<th>D_in(1)</th>
<th>D_in(0)</th>
<th>convcod_out</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial value</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Continuously From the 0 ns, and after describing the expected encoded output from the design shown in Figure 6.8 (c), Figure 6.9 shows the encoded data, convcod_out.

⁸ Modulo operation finds the remainder of division of a number by b and can be expressed by a mod b.
⁹ XOR is a 'stricter' version of the OR gate. Rather than allowing the output to be 1 when either one or both of the inputs are 1, an XOR gate has a 1 output only when only one input is 1.
The same input data is fed the interleaver which is described in Figure 6.9 (b). The interleaving process is follow the modulo formula which described earlier to fill the interleaver output 16 bit register. This process is described in Figure 6.10.

According to interleaving process, Table 6.3 describes the expected interleaved output data. This result is shown in Figure 6.11.
Table 6.3: The expected interleaved output

<table>
<thead>
<tr>
<th>Data_in</th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interlev_out</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

In Figure 6.11 the input data is denoted by “s”, while the interleaved data is denoted by “s2p_interlev”. The achieved result from the design is exactly as the same as expected output shown in table 6.3. This result is clearly described in Figure 6.12 by monitoring the “interleav_out” port.
The interleaved data is fed into the second convolutional encoder; the output from this process is denoted by "convcod_out" in Figure 6.13.
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For synchronisation purpose with the output from the second convolutional encoder, the output from the first convolutional encoder is delayed to be combined together and produce turbo encoded data. Figure 6.14 shows the result from the combination process to from turbo encoded data. The delayed output from the first convolutional encoder is defined by “p1”, “p0” defines the output from the second convolutional encoder, and turbo encoded data is denoted by “s”.

Consequently, the coded data is passed through a 16QAM modulation technique block. Designing the modulation block is shown in Figure 6.15.
Figure 6.16: The behavioural test of the 16QAM design

Figure 6.16 shows the 16QAM modulation process of the achieved result from turbo encoder. Table 6.4 explain the results achieved in Figure 6.16. In this table the input data denoted by “tclink” and “i_sym and r_sym” denotes the imaginary and real parts of the modulator output.

Table 6.4: The expected data from the 16QAM modulation block

<table>
<thead>
<tr>
<th>tclink</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out_put</td>
<td>000 000</td>
<td></td>
<td>000 011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r_sym</td>
<td>0</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>i_sym</td>
<td>0</td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Figure 6.5, the modulated data then is passed through an IFFT block to produce OFDM symbols. In this design the IFFT size is limited to 8 points for simplicity, since the idea behind the hardware design is to validate the achieved simulation results.
Figure 6.17 shows the design steps of the IFFT block, which will be applied to both of the real and imaginary parts of the modulated data. This design is based on the following equation

\[ x(k) = \frac{1}{N} \sum_{n=0}^{N-1} X(n) e^{-j \frac{2\pi nk}{N}} \]  

(6.1)

where \( N \) is the total number of IFFT points, \( k = 0, \ldots, N-1 \), \( x(k) \) is the \( k \)-th output data, and \( X(n) \) is the \( n \)-th input data.

The design of the twiddle factors is described as follows in Table 6.5.

Table 6.5: Designing the twiddle factors

<table>
<thead>
<tr>
<th>+ve 1</th>
<th>XX XXXXXX</th>
<th>+1</th>
<th>X 0.000000 (0)</th>
<th>X 0.1010101 (±0.707)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>0.125</td>
<td>0.0625</td>
<td>0.03125</td>
</tr>
<tr>
<td>-ve 0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ W^0 = 1 \]
\[ W^1 = 0.707 + j0.707 \]
\[ W^2 = 0.707 - j0.707 \]
\[ W^3 = 1 \]
\[ W^4 = 0.707 - j0.707 \]
\[ W^5 = -0.707 + j0.707 \]
\[ W^6 = 0.707 + j0.707 \]
\[ W^7 = -1 \]
Figure 6.18 shows the process of generating OFDM Symbols after the IFFT block. The input data generated from the 16QAM block (main); a parallel to parallel block denoted by "P2P" with a 3 bits input and 8 bits output; and the real and imaginary parts of the OFDM symbol described by "Real OFDM symbol and Imaginary OFDM symbol".

The 16QAM block (main) shown in Figure 6.18 consists of the following concatenation blocks, random number generator, turbo encoder and 16QAM modulation.

The parallel to parallel process denoted by "P2P" block is described in Figure 6.19. The idea behind applying this block is to match output data from the 16QAM block which is in 3 bits width to the size of the IFFT block which is in 8 bits size. The input data is denoted by "p_in", and "p_out" describes the output data. This block accommodates two 16QAM symbols in the first 6 bits while padded the rest two bits by zeros. Figure 6.20, shows the achieved real and imaginary parts of the OFDM symbols. The real part is defined by "OFDM_r", and "OFDM_i" denotes the imaginary part of the OFDM symbol.
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Figure 6.19: Design a parallel to parallel process

Figure 6.20 (a)
Figure 6.20 (b)

Figure 6.20: Producing the OFDM symbols after IFFT block, (a) describing the data of the imaginary part of the OFDM symbol, (b) describing the data of the real part of the OFDM symbol.

At this stage from the designing process, the conventional OFDM technique is finished. Then, completing the transmitter block diagram, which is shown in Figure 6.5, is attained by designing the NTRPT block. Figure 6.20 shows the procedure of design the proposed technique, NTRPT.
Figure 6.21 consists of a 16QAM-IFFT block; parallel to serial block denoted by “P2S”; turbo encoder blocks used for spreading purposes denoted by “r_TC_block” and “i_TC_block” for both of the real and imaginary parts respectively; and a parallel to parallel block described by “P2P”, which form the 16 bits input data into 72 bits output data.

The 16QAM-IFFT block is described earlier in Figure 6.18 and turbo encoder blocks are as designed in Figure 6.8. The idea behind using “P2P” block (16 bits-to-72 bits) is to form the spread data in order to search for the best data to be sent instead of the conventional OFDM symbol as described in Chapter 4.

In Figure 6.22 the real part of the spread OFDM symbol is denoted by “OFDM_rr”, while the imaginary part is defined by “OFDM_ii”. This data are passed through the “P2P” (16-to-72) to produce the “OFDM_rr (from 0-8) and OFDM_ii (from 0-8)”:
which they are described in Figures 6.23 and 6.24; and denote the result of the processed real and imaginary parts of OFDM symbols.

Figure 6.23: Describing the processed real part from NTRPT technique, (a) changing the data format from serial to parallel, (b) describing the contents of the OFDM_r0

Figure 6.23 (a)

Figure 6.23 (b)
Figure 6.24 (a)

Figure 6.24 (b)

Figure 6.24: Describing the processed imaginary part from NTRPT technique, (a) changing the data format from serial to parallel, (b) describing the contents of the OFDM_ii0

The achieved results from the behavioural test either from conventional OFDM data or from NTRPT technique are taken to be processed by a MATLAB to be compared with the simulator. This comparison is described in the following subsection.
6.2.3. Results Analysis

During the compilation and synthesis process, the ISE toolchain generates a report showing device utilisation. Once the system was implemented in Verilog HDL this report was used to determine the overall size and structure of the FPGA device required to implement this technique. The full implementation was found to fit comfortably in a Xilinx XC2S150 part, one of the Spartan 2E series. The utilisation report indicated that approximately 64% of the device was used.

During the testing, 100 OFDM symbols were used from the behavioural test to be processed and checking the efficiency of the proposed technique. The data has been used as an input data to the NTRPT. The average of the PAPR reduction ratio between the conventional and processed OFDM symbols is used in drawing the CCDF plots. Figures 6.25 and 6.26 show the CCDF plots for the real and imaginary parts of the OFDM symbols respectively.

![CCDF plots](image)

Figure 6.25: The CCDF plots for the simulation and the hardware designs for the real OFDM symbols
Figure 6.26: The CCDF plots for the simulation and the hardware designs for the imaginary OFDM symbols

These two figures are divided into two parts; CCDF plots according to the behavioural test of the hardware and the plots for the achieved results from the MATLAB simulation. Figure 6.25 describes the results from the real part of the OFDM symbols, while the plots of the imaginary part are shown in Figure 6.26.

From these two figures, the results for both of the behavioural test of the hardware and the achieved from the simulation are the same and lie in the same range.

6.4 Discussion

In this chapter, NTRPT is validated by two different methods; the VSA signal generator and the behavioural test of a hardware design.
Validation by Agilent technology is achieved since the MATLAB modulated signal was directly analysed by the VSA and then compared to the signal generated using the toolkit for 802.11 WLAN. After that the CCDF values were calculated and plotted for both of them as shown in Figures 6.1-6.4. From these figures, both of achieved results from VSA technology and the simulated results were found in the same regions, thus, the simulation results were validated.

To increase the confidence in the simulation results, the Xilinx technology could be used for hardware implementation. The Xilinx technology offers an ISE simulator and FPGA cards to build your own design. Starting from this point, the proposed technique is divided into subblocks. Each of which is built from its basics as shown in Figures 6.5-6.24. After designing these subblocks, HDL language is used to implement these subblocks. Due to some limitations in time the results is taken from the behavioural test of the design. These results are used to plot the CCDF graphs as shown in Figures 6.25 and 6.26.

During the compilation and synthesis process, the ISE toolchain generates a report showing device utilisation. Once the system was implemented in Verilog HDL this report was used to determine the overall size and structure of the FPGA device required to implement this technique. The full implementation was found to fit comfortably in a Xilinx XC2S150 part, one of the Spartan 2E series. The utilisation report indicated that approximately 64% of the device was used. The Spartan 2E series is a mature, readily available low cost family, showing clearly that the technique can be implemented using low-cost hardware. It is possible to reduce device utilisation still further. In the implementation used during this research, the IFFT block was implemented directly from the flow-graph to expedite development. If necessary, better, space-efficient FPGA implementations of the FFT and IFFT are available and could be used.

From the above achievements, the simulation results were validated from both of the achieved results by the Agilent and the Xilinx technologies.
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7. Case Studies

7.1 Introduction

This chapter will describe the NTRPT for a MIMO-OFDM system from the application’s point of view. NTRPT has already been applied to reduce the PAPR of a MIMO-OFDM system in Chapter 5, and the conclusion was reached that this technique can support different types of modulation and coding techniques, as well as offering better PAPR reduction than the conventional techniques currently proposed, such as clipping and PTS techniques.

This chapter is divided into two main parts; firstly, the NTRPT for a MIMO-OFDM-based Digital Video Broadcasting—Handheld (DVB-H) is applied, and secondly, it is applied to the IEEE 802.11n WLAN system. Applying OFDM systems with MIMO technology to these applications will guarantee the very good quality of both of the data and video streams, since these systems show great promising in the area of supporting high data rate transmissions.

Section 7.1 of this chapter gives a brief overview of DVB-H, Section 7.2 will give one of the WLAN IEEE 802.11n, the simulation results will be discussed in Section 7.3, and Section 7.4 will conclude this chapter.

7.1.1 Digital Video Broadcasting—Handheld

The DVB Project started research work into the possibility of mobile reception of DVB-T signals as early as 1998, accompanying the introduction of commercial terrestrial digital TV services in Europe. DVB-T shows sufficient flexibility to permit mobile broadcast services. Thus, in early 2002, the DVB community was asked to
provide technical specifications to allow delivery of rich multimedia contents to handheld terminals, a property that was missing in the original DVB-T. This would make it possible to receive TV-type services in a small, handheld device like a mobile phone. This approach requires specific features from the transmission system serving such devices which in turn increases battery usage duration, maintains access to services when receivers leave a given transmission cell and enter a new one, and mitigates the effect of multipath channels, as well as offering sufficient flexibility and scalability to allow the reception of the services at various speeds while optimising transmitter coverage. The work to define such a system within the DVB Project started in the beginning of the year 2002 by defining a set of commercial requirements for a system supporting handheld devices. The technical work then led to a system called DVB-H, which was published as European Telecommunications Standards Institute (ETSI) Standard EN 302 304 in November 2004 [107].

The DVB-H system is defined based on the existing DVB-T standard for fixed and in-car reception of digital TV. The main additional element in the physical layer is the adopted OFDM for the 4k mode. Also, DVB-H can use all modulation formats, QPSK, 16QAM, and 64QAM with non-hierarchical or hierarchical modes, a capacity which gives additional flexibility for network design. Table 7.1 describes the different options of the DVB-H physical layer parameters [108].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Bandwidth (MHz)</td>
<td>5, 6, 7 and 8</td>
</tr>
<tr>
<td>FFT sizes</td>
<td>8k, 4k and 2k</td>
</tr>
<tr>
<td>Active carriers</td>
<td>6817, 3409 and 1705</td>
</tr>
<tr>
<td>Number of data carriers</td>
<td>6048, 3024 and 1512</td>
</tr>
<tr>
<td>Carrier Spacing (Hz)</td>
<td>1116, 2232 and 4464</td>
</tr>
<tr>
<td>Guard Intervals</td>
<td>224, 112, 56, 28, 14 and 7</td>
</tr>
<tr>
<td>Modulation</td>
<td>QPSK, 16-QAM and 64-QAM</td>
</tr>
<tr>
<td>Convolutional code rates</td>
<td>1/2, 2/3, 3/4, 5/6 and 7/8</td>
</tr>
</tbody>
</table>

7.1.2 Wireless LAN – IEEE 802.11n

The rapidly growing demand for mobile communication and computing has led to intensified interest in increasing the system data rate. Thus, the IEEE announced in
January 2004 that it had formed a new Task Group (TGn) to investigate an new amendment to the WLAN IEEE802.11 standard.

Compared to the previous standards-based 802.11a and 802.11g, which support a throughput up to 54 Mbps, the real potential throughput of this amendment is to reach 540 Mbps, which may lead to a new physical layer structure. That means that it should be up to 100 times faster than 802.11b, as well as offering 802.11n a better operating distance than current networks.

As was mentioned in Chapter 2, MIMO technology uses spatial multiplexing increases data throughput, while exploiting spatial diversity to increase the overall range. Due to these advantages, 802.11n builds upon previous standards by adding MIMO technology.

According to the IEEE 802.11 Working Group Project Timelines, the 802.11n standard is not due for final approval until July 2007 [109].

7.2 Simulation Results

In order to verify the mathematically derived result in Chapter 4, a MATLAB simulation program was developed for a uniformly distributed, randomly generated data sequence. Table 7.2 summarises the simulation parameters:

<table>
<thead>
<tr>
<th>The simulation Parameters</th>
<th>DVB-H</th>
<th>IEEE 802.11n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel coding techniques</td>
<td>Convolutional encoder</td>
<td>Turbo encoder</td>
</tr>
<tr>
<td>Channel coding rate(s)</td>
<td>1/2</td>
<td>1/2 and 1/3</td>
</tr>
<tr>
<td>IFFT sizes</td>
<td>4k</td>
<td>64</td>
</tr>
<tr>
<td>Modulation</td>
<td>QPSK, 16-QAM and 64-QAM</td>
<td>BPSK, QPSK, 16-QAM and 64-QAM</td>
</tr>
<tr>
<td>Spreading rates</td>
<td>2 and 3</td>
<td>2 and 3</td>
</tr>
<tr>
<td>MIMO encoder</td>
<td>STBC and V-BLAST</td>
<td>STBC and V-BLAST</td>
</tr>
</tbody>
</table>
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7.2.1 NTRPT for a MIMO-OFDM-based DVB-H

Table 7.3 summarises the simulation results for applying NTRPT to a MIMO-OFDM-based DVB-H. As shown from Table 7.2, different modulation techniques, spreading rates and MIMO encoders are used.

From Table 7.3, it can be seen that the proposed technique maintains a very good PAPR reduction ratio despite using different modulation techniques, MIMO encoders and spreading rates.

Moreover, it shows a slight improvement in the PAPR reduction ratios as a consequence of using different spreading rates. The improvement of the reduction ratio of the PAPR reaches 93.7 % and 81.2 % when the spreading rate equals 3 and 2 respectively.

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>MIMO encoding</th>
<th>PAPR before applying NTRPT (dB)</th>
<th>PAPR after applying NTRPT (dB)</th>
<th>The reduction ratio (%)</th>
<th>The improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Spreading rate</td>
<td>Spreading rate</td>
<td></td>
</tr>
<tr>
<td>QPSK</td>
<td>STBC</td>
<td>12.5</td>
<td>6.3</td>
<td>5.6</td>
<td>49.6 55.2</td>
</tr>
<tr>
<td></td>
<td>V-BLAST</td>
<td>12.6</td>
<td>2.9</td>
<td>2.5</td>
<td>77 80</td>
</tr>
<tr>
<td>16QAM</td>
<td>STBC</td>
<td>11.2</td>
<td>2.1</td>
<td>1.7</td>
<td>81.2 93.7</td>
</tr>
<tr>
<td></td>
<td>V-BLAST</td>
<td>12.6</td>
<td>2.7</td>
<td>2.4</td>
<td>78.5 81</td>
</tr>
<tr>
<td>64QAM</td>
<td>STBC</td>
<td>11.3</td>
<td>3.4</td>
<td>3</td>
<td>70 73.5</td>
</tr>
<tr>
<td></td>
<td>V-BLAST</td>
<td>13.7</td>
<td>4.1</td>
<td>3.8</td>
<td>70 72.2</td>
</tr>
</tbody>
</table>
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7.2.2 NTRPT for a MIMO-OFDM-based IEEE 802.11n

Table 7.4 summarises the simulation results when applying NTRPT to a MIMO-OFDM-based IEEE 802.11n. This table shows that the NTRPT gives significant results even with different MIMO-OFDM system structures.

<table>
<thead>
<tr>
<th>Modulation tech.</th>
<th>Coding rate</th>
<th>MIMO encoding</th>
<th>PAPR before applying the NTRPT (dB)</th>
<th>PAPR after the NTRPT (dB)</th>
<th>The reduction ratio (%)</th>
<th>The improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Spreading rate</td>
<td>Spreading rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>12.264</td>
<td>2.32</td>
<td>1.41</td>
<td>81.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.851</td>
<td>2.42</td>
<td>1.06</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>10.366</td>
<td>2.29</td>
<td>1.51</td>
<td>77.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.994</td>
<td>1.62</td>
<td>1.22</td>
<td>88.4</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>STBC</td>
<td>10.394</td>
<td>2.09</td>
<td>1.87</td>
<td>79.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>14.397</td>
<td>2.57</td>
<td>2.11</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>11.252</td>
<td>3.42</td>
<td>3.21</td>
<td>69.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>12.824</td>
<td>1.54</td>
<td>1.01</td>
<td>88</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>8.307</td>
<td>1.07</td>
<td>0.62</td>
<td>87.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>10.601</td>
<td>1.55</td>
<td>1.13</td>
<td>85.4</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>11.610</td>
<td>1.42</td>
<td>1.26</td>
<td>87.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>11.980</td>
<td>1.41</td>
<td>1.21</td>
<td>88.2</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/2</td>
<td>STBC</td>
<td>9.517</td>
<td>1.12</td>
<td>0.92</td>
<td>88.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>11.728</td>
<td>1.74</td>
<td>1.43</td>
<td>85.2</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>STBC</td>
<td>13.180</td>
<td>2.1</td>
<td>1.19</td>
<td>84.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V-BLAST</td>
<td>13.013</td>
<td>1.97</td>
<td>1.74</td>
<td>84.9</td>
</tr>
</tbody>
</table>

The PAPR reduction ratios for using STBC as a MIMO encoder varies between 75.6 % and 85.2 %, and between 73.4 % and 84 % when using coding rates 1/2 and 1/3.
respectively. Using V-BLAST as a MIMO encoder, the achieved ratios vary between 78.5% and 86.4% and between 83.6% and 86.7% for using coding rates 1/2 and 1/3 respectively. The results shown in Tables 7.3 and 7.4 lead to the conclusion that NTRPT is suitable for implementation in the two different systems of DVB-H and IEEE 802.11n.

Increasing the NTRPT spreading rate will give a slight improvement in PAPR reduction ratios. Thus, the spreading rate which is equal to 2 is enough for the above improvement.

7.3 Summary

In this chapter, the proposed technique was applied to two conventional MIMO-OFDM systems. From the simulation results shown in Table 7.3 and Table 7.4, it can be concluded that NTRPT gives significant PAPR reduction ratios despite using different MIMO-OFDM systems’ structures. Thus, NTRPT could be used in furtherance of the main aim of this thesis, which is the improvement of the QoS of Beyond 3G systems in terms of supporting the high quality multimedia applications.
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8. Conclusions and Future work

The design choice of communication system is largely constrained by the communication channel used. Due to the constructive and destructive combination of the multipath signals during the channel, the received signal can strongly vary as a function of time, frequency and location. The frequency selectivity of channel can be mitigated by OFDM, which essentially splits a wideband frequency selective fading channel into multiple orthogonal narrowband flat fading channels. This process will reduce the equalisation complexity. Together with the robustness and data rate enhancement of MIMO in rich-scattering environments, MIMO-OFDM is seen as a very promising solution for the next generation.

In the next section the research findings are discussed, Section 8.2 describes the research contribution, while the future work is recommended in Section 8.3.

8.1 Research Findings

- A MIMO capacity formula-based on the correlation coefficient matrices has been proposed. Depending on this formula, a MIMO channel model was proposed in order to detail the effect of the channel parameters on the system performance. The main features of this model are:

  i. As shown in Chapter 3, the achieved capacity formula is divided into two parts: the capacity of parallel independent subchannels and the correlation between the subchannels.

  ii. From the proposed model, MOM, the determinant of the correlation matrices is upper-bounded by 1 and lower bounded by 0. Thus, any changes in its
determinant will vary the MIMO channel capacity between its maximum and minimum values. This was shown in Chapter 3.

- A novel technique based on linear coding techniques, NTRPT, which is intended to reduce the PAPR problem, has been proposed for MIMO-OFDM systems. This technique significantly reduces the large values of PAPR compared to the reduction achieved by conventional techniques. A mathematical model simulation and practical validation were performed to validate this technique. As a result, from the mathematical model and the simulation results, the following potential qualities of NTRPT can be established:

i. There is no data loss due to the use of NTRPT to combat PAPR. It also reduces the added complexity formula to the first order. Chapter 4 presents this achievement.

ii. With reference to Chapter 5, NTRPT gives significant PAPR reduction ratios despite using different MIMO-OFDM systems’ structures. Thus, it can be used for adaptive MIMO-OFDM systems.

iii. In order to interact with real systems, the proposed technique was implemented in a Xilinx FPGA card to provide the ability to interact with real system. Detailed information is given in Chapter 6.

iv. It is strongly recommended that the turbo encoder is used as a spreading technique in NTRPT, due to its better ability to combat PAPR than convolutional encoders.

- The NTRPT is validated by two different methods; the VSA signal generator and the behavioural test of a hardware design. Validation by Agilent technology is achieved since the MATLAB modulated signal was loaded to be analysed by the VSA and then compared to the signal generated using the toolkit for 802.11 WLAN. After that the CCDF values were calculated and plotted for both of them. By making use of the Xilinx technology, the CCDF plots of behavioural test results are used to
be compared with simulation results. From both of the achieved results by the Agilent and the Xilinx technologies, the simulation results of the proposed technique are validated. Moreover, the proposed technique is feasible to be applied to real time systems.

- After validating the proposed technique, it has been applied into two different case studies, a WLAN IEEE 802.11n and DVB-H. From the simulation results, it can be concluded that the NTRPT gives significant PAPR reduction ratios despite of using different MIMO-OFDM systems' structures. Then, it could be used to improve the QoS of Beyond 3G systems.

**8.2 Research Contributions**

This work's contribution to knowledge consists firstly of the proposition of a MIMO channel model based on the derived MIMO channel capacity formula. This model shows the effect of the correlation coefficients on the system performance, and especially system capacity. Secondly, it describes the proposed model of a novel technique to reduce the effect of PAPR on MIMO-OFDM systems. This technique has advantages over conventional techniques, such as the significant reduction ratios of PAPR and the tackling of the PAPR problem without data loss or an increase of overall system complexity.

With the success of proposing both NTRPT (novel technique to reduce the PAPR problem of MIMO-OFDM systems) and MOM (a MIMO channel to cover all cases from the effect of the correlation coefficients on the MIMO capacity), it is reasonable to conclude that the aim and objectives set forth at the start of this work have been fulfilled.

**8.3 Future work**

The greater success of the proposed technique over conventional techniques direction leads to the following suggestions for further research.
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It is highly recommended that future work investigate using other types of either linear or nonlinear coding techniques in NTRPT is considerable. As an example the Low Density Parity Check (LDPC) codes could be used and the achieved results could be compared to what was achieved from using linear encoders. Furthermore, a set of nonlinear encoders could be used to check the capability of PAPR reduction based on nonlinear encoders and the results compared with these from the linear encoder.

The channel model, MOM, could be modified to cover the effect of other channel parameters on the overall MIMO-OFDM systems. In addition, some of the nonlinear detection techniques, such as the Maximum Likelihood Detection technique could be investigated.

In this work, the open-loop MIMO-OFDM scheme is used. For particular environments closed-loop scheme might be feasible and beneficial. Hence, it might be good to list and define a number of closed-loop schemes and evaluate their performance and compare it with those of the open-loop counterparts.

Search for an efficient mathematical algorithm that allow for low-cost hardware of the NTRPT-MIMO-OFDM implementation.

It would be useful to include other SDM receiver algorithms such as MLD and ZF with Successive Interference Cancellation (SIC) besides, finding an upper bound of the error rate performance.
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Appendix A

Mathematical Appendix

A.1 Kronecker Product Identities

In this subsection, a proof will be given for the theorem that for any $M \times N$ matrix $A$, $N \times P$ matrix $B$, and $P \times Q$ matrix $C$ (D. Harville, 1997),

$$\text{vec}(ABC) = (C^T \otimes A)\text{vec}(B),$$  \hspace{1cm} (A.1)

where $\otimes$ denotes the Kronecker product and vec(.) stands for the vector operation, in which a vector is formed from respective matrix by stacking its columns under each other. To prove (A.1), we need a number of statements. Firstly note that, under the assumption that $A$, $B$, $C$, and $D$ have the right dimensions,

$$(AB) \otimes (CD) = (A \otimes C) (B \otimes D)$$  \hspace{1cm} (A.2)

which is simple but tedious to show. Secondly, vec$(A+B) = \text{vec}(A) + \text{vec}(B)$ and finally, if $a$ and $b$ are vectors, then $\text{vec}(ba^T) = a \otimes b$, both of which are obvious.

Now, (A.1) is proved as follows. $B$ can be expressed as

$$B = \sum_{p=1}^{P} b_p u_p^T$$  \hspace{1cm} (A.3)

where $b_p$ is column $p$ of $B$ and $u_p$ is column $p$ of the identity matrix. Using this property and after changing the order of the 'vec'-operation and the sum, we can rewrite (A.1) as

$$\text{vec}(ABC) = \text{vec} \left( A \left( \sum_p b_p u_p^T \right) C \right) = \sum_p \text{vec} \left( Ab_p u_p^T C \right)$$  \hspace{1cm} (A.4)

because both $Ab_p$ and $C^T u_p$ are vectors,
\[ \sum_{p} \text{vec} \left( \mathbf{Ab}_p \mathbf{u}_p^T \mathbf{C} \right) = \sum_{p} \left( \mathbf{C}^T \mathbf{u}_p \right) \otimes \left( \mathbf{Ab}_p \right) \]
\[ = \sum_{p} \left( \mathbf{C}^T \otimes \mathbf{A} \right) \left( \mathbf{u}_p \otimes \mathbf{b}_p \right) \]  \hspace{1cm} (A.5)

To finish the proof, just reverse the previous steps, like:
\[ \sum_{p} \left( \mathbf{C}^T \otimes \mathbf{A} \right) \left( \mathbf{u}_p \otimes \mathbf{b}_p \right) = \left( \mathbf{C}^T \otimes \mathbf{A} \right) \text{vec} \left( \sum_{p} \mathbf{b}_p \mathbf{u}_p^T \right) \]
\[ = \left( \mathbf{C}^T \otimes \mathbf{A} \right) \text{vec}(\mathbf{B}) \]  \hspace{1cm} (A.6)
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Overview

The Digilent D2-FT circuit board provides the basis for a complete circuit development platform centered on a Xilinx Spartan 2E FPGA. D2-FT features include:

- A Xilinx XC2S300E FPGA with 300K gates and 350MHz operation (also available with the XC2S400E FPGA);
- 172 user I/Os routed to six standard 40-pin expansion connectors;
- A socket for a JTAG-programmable 16V02 configuration Flash ROM;
- Dual on-board 1.5A power regulators (1.8V and 3.3V);
- An SMD 50MHz oscillator, and a socket for a second oscillator;
- A JTAG programming port;
- A status LED and pushbutton for basic I/O.

The D2-FT has been designed to work with all versions of the Xilinx ISE CAD tools, including the free WebPack tools available at Xilinx website (www.xilinx.com) A growing collection of low-cost expansion boards can be used with the D2-FT to add analog and digital I/O capabilities, as well as various data ports like Ethernet and USB. The D2-FT board ships with a power supply and programming cable, so designs can be implemented immediately without the need for any additional hardware.

Functional Description

The Diglab D2-FT provides a minimal system that can be used to rapidly implement FPGA-based circuits, or to gain exposure to Xilinx CAD tools and Spartan 2E devices. The D2-FT provides only the essential supporting devices for the Spartan 2E FPGA, including clock sources and power supplies. All available I/O signals are routed to standard expansion connectors that mate with 40-pin, 100 mil spaced DIP headers available from any catalog distributor. A pushbutton and LED are also included for basic I/O.

The D2-FT board has been designed to serve primarily as a host for peripheral boards. Each of the six expansion connectors provides the unregulated supply voltage (VU), 3.3V, GND, and 32 I/O signals from the FPGA. Because there are more connector pins than FPGA pins, the A1 and B1 connectors share an 16-pin bus. All other connector positions are driven by individual FPGA signals. JTAG signals are also routed to the A1, B1, and C1 expansion connectors. This allows peripheral boards to drive the scan chain, or to be configured along with the Spartan 2E FPGA.

Application-specific peripheral boards can be created to mate with the D2-FT, or ready-made peripheral boards that offer many standard I/O and data port functions can be obtained from Digilent (for a current listing of available boards, see www.digilentinc.com).
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JTAG Scan Chain and Device Configuration

The Spartan 2E FPGA, the 18V00 ROM on the D2-FT, and any programmable devices on peripheral boards attached to the D2-FT can be programmed via their JTAG ports. The JTAG scan chain is routed to the FPGA, the ROM, and around the board to four connection ports as shown in Figure 2 below. The primary configuration port (Port 1) uses a standard 6-pin JTAG header (J7) that can accommodate Digilent’s JTAG3 cable (or cables from Xilinx or other vendors). The other three JTAG programming ports are bi-directional, and they are available on the A1, B1, and C1 expansion connectors. If no peripheral board is present, a buffer on the D2-FT removes the expansion connector from the JTAG chain. If a peripheral board with a JTAG device is attached, the scan chain is driven out the expansion connector so that any JTAG-programmable parts can be configured. If a Digilent port module is connected to one of the three JTAG-enabled expansion connectors, then the port module can drive the JTAG chain to program all devices in the scan chain (port modules include Ethernet, USB, EPP parallel, and serial modules -- see www.digilentinc.com for more information).

The scan chain can be driven from the primary port by powering on the D2-FT, connecting it to a PC with a JTAG programming cable, and running the “auto-detect” feature of the configuration software. The configuration software allows devices in the scan chain to be selectively programmed with any available configuration file. If no programming ROM is loaded in the IC5 socket (or if ROM is present but not to be included in the scan chain), jumper-shunts must be loaded at JP1 and JP2 in the “Bypass ROM” location to route the JTAG chain around the ROM socket. If an 18V02 (or larger) ROM is loaded in the IC5 socket, it can be included in the scan chain by loading the JP1 and JP2 jumper-shunts in the “Include ROM” positions.

If a programming ROM is present in the IC5 socket, the FPGA will automatically access the ROM for configuration data if jumper shunts are loaded in all three positions of J8 (M2, M1, and M0).

Port modules attached to ports A1, B1, or C1 can drive the scan chain if a jumper-shunt is installed on the primary JTAG header across the TDI and TDO pins. In their default state, Digilent port modules will appear as a JTAG cable to the configuration software. Port modules can disable their JTAG drivers; if more than one JTAG driver is enabled on the scan chain, programming may fail.

![Figure 2. JTAG Signal Routing on D2-FT](image)

Power Supplies

The D2-FT board uses two LMG17 voltage regulators to produce a 1.8VDC supply for the Spartan 2E core, and 3.3VDC supply for the I/O ring. Both regulators have good bypass capacitance, allowing them to supply up to 1.5A of current with less than 50mV of noise (typical). Power can be supplied from a low-cost wall transformer supply. The external supply must use a 2.1mm center-positive connector, and it must produce between 6VDC and 12VDC of unregulated voltage.

The D2-FT uses a four layer PCB, with the inner layers dedicated to VCC and GND planes. Most of the VCC plane is at 3.3V with an island under the FPGA at 1.8V. The FPGA and the other ICs on the board all have 0.047uF bypass capacitors placed as close as possible to each VCC pin.

www.digilentinc.com  © Digilent, Inc.
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Total board current is dependant on FPGA configuration, clock frequency, and external connections. In test circuits with roughly 60K gates routed, a 50MHz clock source, and a single expansion board attached (the DIO5 board), approximately 200mA +/- 30% of supply current is drawn from the 1.8V supply, and approximately 200mA +/- 50% is drawn from the 3.3V supply. These currents are strongly dependant on FPGA and peripheral board configurations.

All FPGA I/O signals use the VCCO voltage derived from the 3.3V supply. If other VCCO voltages are required, the regulator output can be modified by changing R12 according to:

\[ VCCO = 1.25(1 + \frac{R12}{R11}) \]

Refer to the LM317 data sheet and D2-FT schematic for further information.

Oscillators

The D2-FT provides a 50MHz SMD primary oscillator and a socket for a second oscillator. The primary oscillator is connected to the GLK2 input of the Spartan 2E (pin B8), and the secondary oscillator is connected to GLK3 (pin C8). Both clock inputs can drive the DLL on the Spartan 2E, allowing for internal frequencies up to four times higher than the external clock signals. Any 3.3V oscillator in a half-size DIP package can be loaded into the secondary oscillator socket.

Pushbutton and LED

A single pushbutton and LED are provided on the board allowing basic status and control functions to be implemented without a peripheral board. As examples, the LED can be illuminated from a signal in the FPGA to verify that configuration has been successful, and the pushbutton can be used to provide a basic reset function independent of other inputs. The circuits are shown in Figure 3.

Expansion Connectors

The six expansion connectors labeled A1-A2, B1-B2, and C1-C2 use 2x20 right-angle headers with 100 mil spacing. All six connectors have GND on pin 1, VU on pin 2, and 3.3V on pin 3. Pins 4-35 route to FPGA I/O signals, and pins 36-40 are reserved for JTAG and/or clock signals. (See Figure 4)

The expansion headers provide 192 signal connections, and the Spartan 2E-FT266 has 172 available I/O signals. Thus, some FPGA signals are routed to more than one connector. The lower 16 pins (pins 4-21) of the A1 and B1 connectors are connected to the same 16 FPGA pins, and they are designated as the "system bus" (a unique chip select signal is routed to each connector). Other than these 18 shared signals, all remaining FPGA signals are routed to individual expansion connector positions.

The lower 18 pins of the A2, B2, and C2 connectors are designated as "peripheral busses", and each of these busses (named PA, PB, and PC) use 16 unique signals. The 14 upper pins of each expansion connector (pins 22-35) have been designated as "module busses". Each connector has a fully populated module bus (named MA1, MA2, MB1, MB2, MC1, and MC2).

System Bus

The "system bus" is a protocol used by certain expansion boards that mimics a simple 8-bit microprocessor bus. It uses eight data lines, six address lines, a write-enable (WE) strobe that can be used by the peripheral to latch
written data, an output-enable (OE) strobe that can be used by the peripheral to enable read data, a chip select, and a clock to enable synchronous transfers. System bus timings can be used to configure the lower 18 pins of the A1, B1, and C1 connectors (the lower 18 pins of A1 and B1 share the same FPGA pins). The diagrams below show signal timings assumed by Digilent to create peripheral devices. However, any bus and timing models can be used by modifying circuits in the FPGA and attached peripheral devices.

Write Cycle

Figure 4. System Bus Timing

Read Cycle

Table 1. System Bus Timing

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Time (typ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ten</td>
<td>Time to enable after CS asserted</td>
<td>10ns</td>
</tr>
<tr>
<td>th</td>
<td>Hold time</td>
<td>1ns</td>
</tr>
<tr>
<td>idoe</td>
<td>Time to disable after OE de-asserted</td>
<td>10ns</td>
</tr>
<tr>
<td>leoe</td>
<td>Time to enable after OE asserted</td>
<td>15ns</td>
</tr>
<tr>
<td>tw</td>
<td>Write strobe time</td>
<td>10ns</td>
</tr>
<tr>
<td>tsu</td>
<td>Data setup time</td>
<td>5ns</td>
</tr>
<tr>
<td>twd</td>
<td>Write disable time</td>
<td>0ns</td>
</tr>
</tbody>
</table>
Figure 5. Expansion Connector Signal Routing

Figure 6. Expansion Connector Pin Locations
### Table 2. D2-FT Expansion Connector Pinout

<table>
<thead>
<tr>
<th>Pin #</th>
<th>A1</th>
<th>A2</th>
<th>B1</th>
<th>B2</th>
<th>C1</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SNC</td>
<td>SNC</td>
<td>SNC</td>
<td>SNC</td>
<td>SNC</td>
<td>SNC</td>
</tr>
<tr>
<td>2</td>
<td>VU</td>
<td>VU</td>
<td>VU</td>
<td>VU</td>
<td>VU</td>
<td>VU</td>
</tr>
<tr>
<td>3</td>
<td>VCC33</td>
<td>VCC33</td>
<td>VCC22</td>
<td>VCC22</td>
<td>VCC33</td>
<td>VCC33</td>
</tr>
<tr>
<td>4</td>
<td>ADR0</td>
<td>J14</td>
<td>PA01</td>
<td>B12</td>
<td>ADR0</td>
<td>J14</td>
</tr>
<tr>
<td>5</td>
<td>B10</td>
<td>K16</td>
<td>PA02</td>
<td>C13</td>
<td>B16</td>
<td>K16</td>
</tr>
<tr>
<td>6</td>
<td>ADR1</td>
<td>K12</td>
<td>PA02</td>
<td>A13</td>
<td>ADR1</td>
<td>K12</td>
</tr>
<tr>
<td>7</td>
<td>DB1</td>
<td>K18</td>
<td>PA04</td>
<td>D13</td>
<td>DB1</td>
<td>K18</td>
</tr>
<tr>
<td>8</td>
<td>ADR2</td>
<td>K14</td>
<td>PA05</td>
<td>B13</td>
<td>ADR2</td>
<td>K14</td>
</tr>
<tr>
<td>9</td>
<td>DB2</td>
<td>L16</td>
<td>PA06</td>
<td>A14</td>
<td>DB2</td>
<td>L16</td>
</tr>
<tr>
<td>10</td>
<td>ADR3</td>
<td>K12</td>
<td>PA07</td>
<td>E11</td>
<td>ADR3</td>
<td>K12</td>
</tr>
<tr>
<td>11</td>
<td>DB3</td>
<td>L18</td>
<td>PA08</td>
<td>C16</td>
<td>DB3</td>
<td>L18</td>
</tr>
<tr>
<td>12</td>
<td>ADR4</td>
<td>L14</td>
<td>PA09</td>
<td>D14</td>
<td>ADR4</td>
<td>L14</td>
</tr>
<tr>
<td>13</td>
<td>DB4</td>
<td>M16</td>
<td>PA10</td>
<td>D14</td>
<td>DB4</td>
<td>M16</td>
</tr>
<tr>
<td>14</td>
<td>ADR5</td>
<td>L13</td>
<td>PA11</td>
<td>D15</td>
<td>ADR5</td>
<td>L13</td>
</tr>
<tr>
<td>15</td>
<td>DB5</td>
<td>M18</td>
<td>PA12</td>
<td>F12</td>
<td>DB6</td>
<td>M18</td>
</tr>
<tr>
<td>16</td>
<td>ME</td>
<td>M14</td>
<td>PA13</td>
<td>D15</td>
<td>ME</td>
<td>M14</td>
</tr>
<tr>
<td>17</td>
<td>DB6</td>
<td>N16</td>
<td>PA14</td>
<td>E14</td>
<td>DB6</td>
<td>N16</td>
</tr>
<tr>
<td>18</td>
<td>DE</td>
<td>L12</td>
<td>PA15</td>
<td>E16</td>
<td>DE</td>
<td>L12</td>
</tr>
<tr>
<td>19</td>
<td>DB7</td>
<td>N16</td>
<td>PA16</td>
<td>F13</td>
<td>DB7</td>
<td>N16</td>
</tr>
<tr>
<td>20</td>
<td>DBA</td>
<td>D8</td>
<td>PA17</td>
<td>E15</td>
<td>DBA</td>
<td>D8</td>
</tr>
<tr>
<td>21</td>
<td>DBCLK</td>
<td>F16</td>
<td>PA18</td>
<td>F16</td>
<td>DBCLK</td>
<td>P16</td>
</tr>
<tr>
<td>22</td>
<td>MA1DBC</td>
<td>D9</td>
<td>MA2DB0</td>
<td>F16</td>
<td>MB1DB0</td>
<td>M13</td>
</tr>
<tr>
<td>23</td>
<td>MA1DCB</td>
<td>A9</td>
<td>MA2DCB</td>
<td>G12</td>
<td>MB1DCB</td>
<td>T14</td>
</tr>
<tr>
<td>24</td>
<td>MA2DCB</td>
<td>C9</td>
<td>MA2DCB</td>
<td>F16</td>
<td>MB1DCB</td>
<td>N12</td>
</tr>
<tr>
<td>25</td>
<td>MA2DCB</td>
<td>B9</td>
<td>MA2DCB</td>
<td>U14</td>
<td>MB1DCB</td>
<td>R14</td>
</tr>
<tr>
<td>26</td>
<td>MA2DCB</td>
<td>D10</td>
<td>MA2DCB</td>
<td>G16</td>
<td>MB1DCB</td>
<td>P13</td>
</tr>
<tr>
<td>27</td>
<td>MA2DB0</td>
<td>A10</td>
<td>MA2DB0</td>
<td>G13</td>
<td>MB1DB0</td>
<td>T13</td>
</tr>
<tr>
<td>28</td>
<td>MA2DB0</td>
<td>A10</td>
<td>MA2DB0</td>
<td>G15</td>
<td>MB1DB0</td>
<td>M11</td>
</tr>
<tr>
<td>29</td>
<td>MA2DB0</td>
<td>D10</td>
<td>MA2DB0</td>
<td>H14</td>
<td>MB1DB0</td>
<td>R13</td>
</tr>
<tr>
<td>30</td>
<td>MA1DBT</td>
<td>E10</td>
<td>MA2DBT</td>
<td>H16</td>
<td>MB1DBT</td>
<td>P12</td>
</tr>
<tr>
<td>31</td>
<td>MA1DCB</td>
<td>A11</td>
<td>MA2DCB</td>
<td>H13</td>
<td>MB1DCB</td>
<td>T12</td>
</tr>
<tr>
<td>32</td>
<td>MA1DCB</td>
<td>C11</td>
<td>MA2DCB</td>
<td>H15</td>
<td>MB1DCB</td>
<td>N11</td>
</tr>
<tr>
<td>33</td>
<td>MA1DCB</td>
<td>B11</td>
<td>MA2DCB</td>
<td>J16</td>
<td>MB1DCB</td>
<td>R12</td>
</tr>
<tr>
<td>34</td>
<td>MA1DCB</td>
<td>D11</td>
<td>MA2DCB</td>
<td>J13</td>
<td>MB1DCB</td>
<td>P11</td>
</tr>
<tr>
<td>35</td>
<td>MA1DCB</td>
<td>A12</td>
<td>MA2DCB</td>
<td>J18</td>
<td>MB1DCB</td>
<td>T11</td>
</tr>
<tr>
<td>36</td>
<td>JTCELA</td>
<td>JTELEB</td>
<td>JTELEB</td>
<td>JTELEB</td>
<td>JTELEB</td>
<td>JTELEB</td>
</tr>
<tr>
<td>37</td>
<td>TMS</td>
<td>TMS</td>
<td>TMS</td>
<td>TMS</td>
<td>TMS</td>
<td>TMS</td>
</tr>
<tr>
<td>38</td>
<td>TCK</td>
<td>TCK</td>
<td>TCK</td>
<td>TCK</td>
<td>TCK</td>
<td>TCK</td>
</tr>
<tr>
<td>39</td>
<td>TDCA</td>
<td>CLKD</td>
<td>CLKD</td>
<td>CLKD</td>
<td>CLKD</td>
<td>CLKD</td>
</tr>
<tr>
<td>40</td>
<td>TDA</td>
<td>GND</td>
<td>TDB</td>
<td>TDB</td>
<td>TDB</td>
<td>TDB</td>
</tr>
</tbody>
</table>
## Table 3. D2-FT FPGA Pin Assignments

| A(10,282) | B | C | D | E | F | G | H | J | K | L | M | N | P | R | T |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | GND | TMS | PC-I6| PC-IO| PC-I6| PC-RST| MC1-ASTB | MC1-ASTB | MC1-ASTB | MC1-ASTB | MC1-ASTB | MC1-ASTB | MC1-ASTB | M2-INT | M4 | GND |
| 2 | TCK | GND | PC-IO| PC-IO| PC-IO| PC-IO| MC1-WRT | MC1-WRT | MC1-WRT | MC1-WRT | MC1-WRT | MC1-WRT | MC1-WRT | PC-ADR5 | PC-ADR5 | PC-ADR5 | QND | M0 |
| 3 | PC-I6| PC-IO| VCC1 | PC-IO| PC-IO| PC-IO| MC1-DB7 | MC1-DB7 | MC1-DB7 | MC1-DB7 | MC1-DB7 | MC1-DB7 | MC1-DB7 | PC-ADC5 | PC-ADC5 | PC-ADC5 | VCC1 | M2 |
| 4 | PC-I6| PC-IO| VCC1 | PC-IO| PC-IO| PC-IO| MC1-DB3 | MC1-DB3 | MC1-DB3 | MC1-DB3 | MC1-DB3 | MC1-DB3 | MC1-DB3 | PC-ADC5 | PC-ADC5 | PC-ADC5 | VCC1 | M0 |
| 5 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | MC2-D1 | VCCO | VCCO | VCCO | GND |
| 6 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | MC2-D2 | VCCO | VCCO | VCCO | VCCO |
| 7 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | MC2-D3 | VCCO | VCCO | VCCO | VCCO |
| 8 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | MC2-D4 | VCCO | VCCO | VCCO | VCCO |
| 9 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | MA1-D1 | VCCO | VCCO | VCCO | VCCO |
| 10 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | MA1-D6 | VCCO | VCCO | VCCO | VCCO |
| 11 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | MA1-D7 | VCCO | VCCO | VCCO | VCCO |
| 12 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | MA1-D8 | VCCO | VCCO | VCCO | VCCO |
| 13 | PA-I6| PA-I6| TDO | PC-IO| PC-IO| PC-IO| PC-IO| PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | VCCO |
| 14 | PA-I6| PA-I6| TDO | PC-IO| PC-IO| PC-IO| PC-IO| PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | PA-103 | VCCO |
| 16 | GND | D0 | PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| PA-I6| LED |
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