Abstract—Genetic Algorithms (GAs) have been widely applied in Steiner tree optimization problems. However, as the core operation, existing crossover operators for tree-based GAs suffer from producing illegal offspring trees. Therefore, some global link information must be adopted to ensure the connectivity of the offspring, which incurs heavy computation. To address this problem, this paper proposes a new crossover mechanism, called Leaf Crossover, which generates legal offspring by just exchanging partial parent chromosomes, requiring neither the global network link information, encoding/decoding nor repair operations. Our simulation study indicates that GAs with leaf crossover outperform GAs with existing crossover mechanisms in terms of not only producing better solutions but also converging faster in networks of varying sizes.
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I. INTRODUCTION

STEINER tree optimization problems can be typically represented by edge-scheduled graphs with each edge annotated with a quantity measure specifying a specific requirement. Given a set of labeled objects as shown in Fig. 1, the goal of a tree optimization problem is to find a subgraph that connects the start node and target nodes in this connected graph with the minimal summation of the quantity measures associated with edges. In Fig. 1, the start node is 1, the set of target nodes is {3, 5, 6, 9, 10}, and $\omega(i,j)$ associates some quantitative measure to the link between nodes i and j. The optimization requires an optimal interconnection between the start node and target nodes and the solution space is the set of trees spanning the start node and target nodes. Classic algorithms for tree optimization such as Prim's and Kruskal's, can not apply in many real scenarios, especially when they encounter Constrained Steiner Tree (CST) problems. In CST, the presence of two or more quantitative measures asks for a solution not only achieving the minimal summation of one index but also satisfying quantitative constraints on some other measures. As a famous intelligent computing tool, Genetic algorithms (GAs) [1], [2] have been widely used to solve various Steiner tree optimization problems [3]. Rojas and Mazar [4] presented a distributed GA to solve the Prize Collecting Steiner Tree Problem. Shi et al. [5] applied GAs for degree constrained minimum spanning trees in communication networks. Gen et al. [6] adopted GAs to design a supply chain network for production and distribution activities planning. Communication constitutes a large field, where GAs have found successful applications to solve associated Steiner tree optimization problems, including multicast traffic engineering in mobile ad hoc networks [7]–[9] and the Quality of Service (QoS) multicast problem [10], [11].

Existing GAs for Steiner tree optimization problems can be grouped into the following two categories according to the representation of chromosomes:

1) GAs with direct tree encoding (GAs with DT) [10], [12], [13]. This class of GAs directly adopts trees as chromosomes.

2) GAs with indirect encoding. This class of GAs encodes trees into permutation strings as chromosomes. There are many coding schemes that have been proposed, such as the Prüfer encoding [14]–[16], Blob Code, Dandelion Code, Happy Code [17], MHappy Code [18] and Node-depth phylogenetic-based encoding [19].

In general, a GA first transfers trees to individuals, called chromosomes. Then, it iteratively generates new chromosomes by two operations, called crossover and mutation respectively, and evaluates the quality of chromosomes according to the fitness function. Since the probability of the occurrence of crossover is typically much larger than that of mutation, the crossover operator constitutes the core operation in GAs. Even though GAs for Steiner tree optimization have been widely applied in many fields, the crossover mechanism of GAs is still far from being satisfactory. As the core operation in GAs, the crossover operation generally only needs exchanging partial parent chromosomes to generate new chromosomes,
e.g., in GAs for path optimization, combinational optimization and function optimisation. However, it is not the case for GAs applied to Steiner tree optimization problems, where when exchanging partial parent chromosomes to form new chromosomes, it is difficult to maintain/repair the legality of new trees. Loops and missing target nodes are highly probable to occur. Hence, existing crossover mechanisms adopt complex schemes to maintain the legality of offspring trees.

For GAs with DT, the crossover mechanism adopts shortest path algorithms such as Prim [20], [21], Dijkstra [22], to ensure the connectivity of offspring trees. These greedy algorithms need global network link information and involve complicated operations. GAs with indirect encoding facilitate crossover operations through a pretreatment of transferring parent trees into strings instead. This type of GAs adopts conventional string crossover mechanisms. But, it may generate illegal trees after decoding offspring chromosomes and require additional functions of detection and repair, diminishing the effectiveness of the algorithm. Furthermore, the repair function also adopts shortest path algorithms.

To address this problem, we propose a new crossover mechanism, called Leaf Crossover (LC), for GAs for tree problems. LC does not require an encoding scheme to transfer trees into strings, but takes trees as chromosomes directly. Unlike existing crossover mechanisms, LC generates offspring trees through only exchanging partial parent chromosomes. We take leaf nodes in parent trees as cut-in points to decompose parent trees into several paths. Then, the proposed crossover mechanism iteratively compares two corresponding paths which have the same leaf node. The better one will be used to form the offspring tree. We prove that LC can always generate legal offspring trees and requires neither repair functions nor greedy algorithms, which represents wide adaptability and less computations.

The rest of this paper is organized as follows. Section II presents the formulation of Steiner tree optimization problems. Section III provides a review of crossover mechanisms of tree-based GAs. The proposed crossover mechanism is introduced in Section IV. Section V presents a theoretical analysis for our proposed crossover mechanism. Section VI presents a detailed implementation of the proposed GA. Section VII experimentally evaluates various aspects of our algorithm. Some conclusions are given in section VIII.

II. Problem Description and Formulation

We denote a topology graph \( G = \{V, E\} \) as a network containing a set of nodes \( V \) and a set of links \( E \). The term \( \text{link}(u, v) \in E \) denotes the direct link connecting nodes \( u \) and \( v \), and a positive weight \( \omega(u, v) \) represents a scale value of physical sense such as the distance or cost of \( \text{link}(u, v) \).

Let the source node be node \( s \) and the set of target nodes be \( \text{Targets} \), where \( \{s\} \cup \text{Targets} \subseteq V \). We also let \( \Pi = \{T_1, T_2, \cdots, T_J, T_{J+1}, \cdots, T_n\} \) represent the solution space of all trees spanning \( s \) and \( \text{Targets} \), where \( T_j = \{V_j, E_j\} \subseteq G \), \( V_j \subseteq V \) and \( E_j \subseteq E \). For \( \forall T_j \in \Pi \), let

\[
\omega(T_j) = \sum_{\text{link}(u, v) \in E_j} \omega(u, v).
\]

Then the well-known tree optimization problem can be formulated as follows.

1) If there is no constraint annotated to edges, we have

\[
\text{Min}\{\omega(T) : T \in \Pi\}
\]

2) If there are constraints annotated to edges, \( C_i(u, v), i = 1, \cdots, k, k \geq 1 \); denotes a quantitative index of the constraints. For \( \forall T_j \in \Pi \), let

\[
C_i(T_j) = \sum_{\text{link}(u, v) \in E_j} C_i(u, v), i = 1, \cdots, k.
\]

The optimization problem is:

\[
\text{Min}\{\omega(T) : T \in \Pi\},
\]

subject to:

\[
C_i(T) \leq c_{i_0}, i = 1, \cdots, k;
\]

where \( c_{i_0} \) is the threshold value of constraint \( C_i \).

III. Review of GAs for Steiner Tree Optimization Problems

This section reviews crossover mechanisms of popular tree-based GAs. Crossover mechanisms for tree optimization have been widely applied in empirical modeling, decision tree, polynomial symbolic regression, data classification, syntax tree, etc. Dabhi and Chaudhary [23] surveyed and classified genetic programming (GP) with efficient crossover operators applied on empirical modeling. Crossover mechanisms avoiding illegal tree in this field include similar depth dependent crossover [24] and height-fair crossover. Sprogar proposed a novel homologous crossover operator for decision tree optimization [25]. Jabeen et al. [26] present a depth limited crossover in GP for classifier evolution. However, these problems cannot be abstracted as the Steiner tree problem, which aims to find a subgraph that contains some specific nodes in edge-scheduled graphs.

Illegal trees in Steiner tree problems are mainly due to non-existent connection, loop and missing target nodes, while inefficient trees in GP for above problems are typically due to code bloat such as trees increase in complexity. Hence, the corresponding crossover mechanisms to avoid illegal trees in them are totally different. Diveev [27] proposed an attractive method to avoid illegal solutions in combinatorial optimization problem. It iteratively searches the small variation of a basic solution in a limited range to find a better solution. However, in order to obtain a solution code, it is necessary to perform additional calculations to determine variations to the basic solution. The additional calculations would be very large when applying it to a Steiner tree given that determining variations to a tree is more complicated than that to a single number sequence.

In Steiner tree optimization, for GAs with indirect encoding, there are two kinds of GAs: GAs with Prüfer and GAs with the sequence and topology encoding (GAs with ST) [11], [28]–[31], where the former is the basic and most famous encoding scheme and the latter is a kind of “Dandelion-like” [32] encoding scheme and very popular in the field of
communication multicasting. In fact, to our best knowledge, crossover mechanisms of all GAs with encoding are very analogous and have no significant difference. We outline crossover mechanisms as follows.

A. Crossover for GAs with DT

In this classic scheme, a chromosome is directly represented as a tree. During the operation of crossover, two randomly chosen parent chromosomes copy the same links and target nodes to the offspring directly. These nodes and links usually are not a connected tree but a series of separating subtrees. The next procedure is to connect these disconnected subtrees by iteratively connecting two randomly selected subtrees with a greedy algorithm until all subtrees are connected. Given two Steiner trees \( T_1 \) and \( T_2 \) as shown in Fig. 2, \( s = 1 \) and \( \text{Targets} = \{3, 6, 7, 9, 15\} \), the crossover of GAs with DT proceeds as follows:

Step 1: Obtain the subtree \( T_{12} = \{s\} \cup \text{Targets} \cup V(E_1 \cap E_2), E_1 \cap E_2 \) \), where \( V(A) \) denotes the nodes contained in \( A \) for any \( A \subset E \).

Step 2: For any two separating trees \( t_1 \in T_{12} \) and \( t_2 \in T_{12} \), connect \( t_1 \) and \( t_2 \) into a tree by a shortest path algorithm such as Prim.

Step 3: Repeat Step 2 until \( T_{12} \) is a connected tree.

B. Crossover for GAs with Präfuer

According to Cayley’s theorem, Präfuer established a one-to-one correspondence between trees and node permutations [16]. For a tree, Präfuer presented an encoding scheme to convert it into two permutation strings: \( P_N \) and \( P_L \), where \( P_N \) is the string of Präfuer number and \( P_L \) is the string of leaf nodes. The detailed encoding/decoding procedures are shown in [16], [33].

Standard string crossover mechanisms can be applied due to the representation of trees with strings. The most popular string crossover operator for GAs with Präfuer is the two-point crossover, where parent strings exchange gene fragments between two randomly selected positions. The offspring trees are obtained by decoding the generated new Präfuer strings.

However, randomly exchanging gene fragments from parents could make the resulting nodes connected to any node after decoding. Offspring trees are likely to be illegal, given that it is impossible for each node in the graph to have a direct link with every other node. To overcome this disadvantage, a detection procedure with some global link information is required to check the legality of these links and a repair function adopting the shortest path algorithm is needed if they are illegal. Therefore, this category of GAs needs a detection procedure and a repair function with greedy algorithms (such as Prim) to ensure the legality of offspring trees. In fact, all GAs with encoding for Steiner tree optimizations need the detection procedure and a repair function.

C. Crossover for GAs with ST

The Präfuer scheme is not robust since changing even an element of a Präfuer number could change the tree significantly [7]. Many encoding schemes have been proposed to address this disadvantage. However, crossover mechanisms of these GAs also need global link information and heavy computation to ensure the legality of offspring trees. We take GAs with ST [11] as an instance, which are very popular in the field of communication multicasting. In this scheme, a tree has to be transferred to a position indexed tree before the ST encoding.

The ST encoding scheme converts a tree into two permutation strings: the string \( s \) is a sequence of node numbers and the string \( t \) is used to encode the topology of the tree. Like the Präfuer scheme, the conventional string crossover mechanisms can then be applied to two strings, e.g., the two-point crossover. However, this category of GAs also needs a detection procedure and a repair function as it may generate illegal trees due to the same reason as GAs with Präfuer.

IV. PROPOSED NEW CROSSOVER MECHANISM

A greedy algorithm is usually required to combine the involved separating subtrees during the crossover process for GAs with DT, which needs to compare all neighboring nodes of a subtree to derive the next node for connecting two subtrees. Therefore, GAs with DT need the global network link information and heavy computations. A first glance implies that GAs with indirect encoding would simplify the crossover operation since it transforms the tree into two strings so that standard string crossover operators can be applied. However, a closer look shows that this is indeed not the case. On the one hand, they need massive computations for iterative encoding/decoding and for detecting the legality of each chromosome. On the other hand, it also needs global network link information and greedy algorithms to repair offspring trees when necessary.

We want to design a new convenient crossover mechanism that only require to exchange partial parent chromosomes to generate new legal chromosomes without a detection procedure or other algorithms, just like GAs in other fields. For this purpose, we propose a novel crossover mechanism, called Leaf Crossover (LC), which has two main procedures.
In the first procedure, LC adds a link \( (s, -1) \) for the root node \( s \) and then removes the same links and copies them to the child directly: \( \text{new}T = \{V(E_1 \cap E_2), E_1 \cap E_2\} \). The tip of adding a link \( (s, -1) \) for the root node \( s \) is to ensure that \( \text{new}T \) cannot be empty. This procedure is analogous to that of GAs with DT. It has two advantages: 1) it avoids encoding/decoding operations and 2) it saves operations by passing same links between parent trees to the offspring tree directly. Especially, when we perform crossover on two same trees, it can get the same offspring tree directly to avoid the next procedure. Fig. 3(a) shows an example of the first procedure of LC, the same links between \( T_1 \) and \( T_2 \) are \{\{(15, 14), 2, 1, -1\}, \{(15, 14), 2, 1, 15, 14\}\}. Therefore, \( \text{new}T = \{\{(15, 14), 2, 1, 15, 14\}\}. \]

After the first procedure, both parent trees and the offspring tree are sets of separating subtrees. It seems that there are many residual links, which are disordered. It is quite challenging to select the essential and high-quality links from them to constitute a legal offspring tree. GAs with DT abandons residual links entirely and adopts shortest path algorithms to connect the subtrees of the offspring tree. Fortunately, we find a scheme of taking leaf nodes as cut-in points to select the essential and high-quality links from residual links. As Fig. 3(b) shows, after the first procedure, leaf nodes of \( T_1 \) and
$T_2$ are $leaf_1 = \{3, 9, 14\}$ and $leaf_2 = \{3, 9, 14\}$ respectively. Meanwhile, since $newT$ has the target node 15, the list of target nodes is $Targets = \{3, 6, 7, 9\}$.

In LC, the second procedure has two parts: one is to add the high-quality path into $newT$, and the other is to delete redundant links in parent trees. To add the high-quality path into $newT$, we first randomly choose a node $v$ from $leaf_1 \cap leaf_2$ and find the paths $P_1$ and $P_2$ from $v$ back to the root node in $T_1$ and $T_2$ respectively. For instance, as Fig. 3(c) shows, if $v = 3$, $P_1 = \{(3, 1)\}$, $P_2 = \{(3, 12), (12, 6), (6, 7), (7, 5), (5, 2)\}$. The target of this part operations is to determine a path which would be added into the offspring tree. Hence, we should find the junction point $\mu$ connecting the path to $newT$. Let $P$ denote a path and $V_p$ represent the nodes in $P$. We also define $Child(E_T) = \{v|the\ child\ node\ of\ link(v, u), link(v, u) \in E_T\}$. The junction point $\mu$ should satisfy the following condition:

$$\mu \in Child(E_{newT}) \cap V_p$$

(6)

For instance, in Fig. 3(c), $Child(E_T) = \{1, 2, 15\}$. Hence two junction points in $P_1$ and $P_2$ are $\mu_1 = 1$ and $\mu_2 = 2$ respectively. Noting that the small tip of adding a link $(s, 1)$ for the root node $s$ in the first procedure makes $s$ satisfy the condition $s \in Child(E_{newT})$. Meanwhile, if there is more than one node in $Child(E_{newT}) \cap V_p$, LC just selects the one that is the nearest to the leaf node as the junction point and cuts the path to only retain links between the leaf node to the junction point.

For convenience, we have the following notations to define this connective path and the cut operation.

- $P(v, u)$: The path connecting $v$ to $u$.
- $depth(T, v)$: The depth of $v$ in tree $T$, where $v \in V(T)$.
- $Cut(v, u, P) = \{v, u, P\}$: For any path $P$, $Cut(v, u, P)$ denotes the path by removing all edges of $P$ expect for the edges connecting $v$ to $u$, where $v \in V_p$ and $u \in V_p$.
- $Connect(T_1, newT, v) = \{P(v, u) \mid P(v, u) \subseteq T_1, \mu \in Child(E_{newT}), depth(T_1, \mu) < depth(T_1, v)\}$ and $\{V_p - \mu\} \cap Child(E_{newT}) = \emptyset$. For instance, $Connect(T_1, newT, v) = \{P(9, 12), (12, 5), (5, 6), (6, 2)\}$, where $T_1$ and $newT$ are shown in Fig. 3(b).
- $Cut(9, 6, P) = Path(9, 6) = \{9, 12, (12, 5), (5, 6)\}$ with a given path $P = \{9, 12, (12, 5), (5, 6)\}$.

We have two connective paths $P_1$ and $P_2$ now. The last step of this part of operations is comparing the qualities of $P_1$ and $P_2$ and adding the better one into $newT$. According to Eq. (2), the quality function is listed as follows.

$$F'(T) = \omega_0 - \omega(T),$$

(7)

where $\omega_0$ is a sufficiently large constant to make $F'(T)$ positive (Paths also can be taken as trees).

Fig. 3(d) shows the condition when $F'(P_1) > F'(P_2)$, we add $P_1$ into $newT$ and delete node 3 from $Targets$ since it is contained in $P_1$. Since $P_1$ and $P_2$ were compared and the better one has been added to the offspring tree, the links of these two paths may be redundant and should be removed from parent trees. All links of $P_1$ have been added to $newT$, we just remove $P_1$ from $T_1$. For $P_2$, the removing procedure should be careful in order not to affect other leaf nodes connecting to the offspring tree. For instance, if we have removed any link of $(6,7), (7,5)$ and $(5,2)$, there is no path connecting leaf node 14 to $newT$. Meanwhile, removing nodes 6 and 7 may lead to the offspring tree missing target nodes because they are contained in the list of targets. The rules for removing redundant links are summarized as follows.

**Removing Rules.** For a path $P \subset T$, the rules for removing $P$ from the parent tree $T$ are listed as follows.

1) If $P$ is chosen to be added into the new tree, then $E_P$ which denotes all edges in $P$ is removed from $T$. Furthermore, if node $v \in Targets \cap Child(E_p)$, set $Targets = Targets - v$.

2) If $P$ is not added into the new tree, remove it from $T$ as follows.

- **Step 1**: $v = Leaf(P)$, where $Leaf(P)$ denotes leaf nodes in $P$;
- **Step 2**: $T = T - v$ and $P = P - v$;
- **Step 3**: $v = Leaf(P)$. If $v \in Targets$ or $|child(v)| > 1$ (where $|child(v)$ means the number of child nodes of $v$), stop the iteration; otherwise, go to Step 2. Furthermore, if $v \in Targets$, set $leaf_T = leaf_T + v$.

Fig. 3(e) shows the procedure of removing $P_1$ and $P_2$ from $T_1$ and $T_2$. $T_1$ removes all edges of $P_1$ while $T_2$ removes nodes in $P_2$ from the leaf nodes to top by the iteration procedure. The iterations are stopped on node 6 since $|child(6)| > 1$. Meanwhile, as node 6 $\in Targets$, it follows that $leaf_2 = \{leaf_2 + 6\} = \{6, 9, 14\}$.

Then, one iteration is over and next operations of LC just iteratively select a same leaf node $v \in leaf_1 \cap leaf_2$ to repeat the above operations. The detailed description which is well illustrated with many easy to parse figures is shown in the appendix. The complete LC procedure on parent trees $T_1$ and $T_2$ is outlined in the following steps.

- **Step 1**: Add the link $(s, 1)$ to $T_1$ and $T_2$. Obtain the generated new tree: $newT = \{V(E_1 \cap E_2), E_1 \cap E_2\}$, and update $T_1 = T_1 - newT$ and $T_2 = T_2 - newT$.
- **Step 2**: Maintain two lists $leaf_1 = Leaf(T_1)$ and $leaf_2 = Leaf(T_2)$, and randomly select a node $v \in leaf_1 \cap leaf_2$.
- **Step 3**: $P_1 = Connect(T_1, newT, v)$ and $P_2 = Connect(T_2, newT, v)$.
- **Step 4**: If $P_1 \cap P_2 - v \neq \emptyset$, select node $u = \min\{Hop(v, u, T_1) + Hop(v, u, T_2)\} \in \{P_1 \cap P_2 - v\}$, then $P_3 = Cut(v, u, P_1), P_4 = Cut(v, u, P_2), leaf_1 = leaf_1 + u$, and $leaf_2 = leaf_2 + u$.
- **Step 5**: For $P_1$, check if there is a loop in $newT \cup P_1$. If so, then $t'_1 = \phi$ and $F'(t'_1) = 0$. Do the same for $P_2$.
- **Step 6**: If $P_1 \cup P_2 = \phi$, the crossover is over and no offspring tree is obtained; otherwise, compare $F'(P_1)$ with $F'(P_2)$. If $F'(P_1) > F'(P_2)$, then $newT = \{newT + P_1\}$; otherwise, $newT = \{newT + P_2\}$. 


Remove $P_1$ and $P_2$ from $T_1$ and $T_2$ respectively according to Remove Rules.

Step 7: If leaf$f_1 \cap \text{leaf}f_2 \neq \phi$, go to Step 2.
Step 8: If $T_1 = \phi$ or $T_2 = \phi$, go to Step 10.
Step 9: Check if there is a loop in $\text{newT} \cup T_1$: if so, then $T_1 = \phi$ and $F'(T_1) = 0$. Do the same for $T_2$. If $T_1 \cup T_2 = \phi$, the crossover is over and no offspring tree is obtained; otherwise, compare $F'(T_1)$ with $F'(T_2)$. If $F'(T_1) > F'(T_2)$, $\text{newT} = \{\text{newT} + T_1\}$; otherwise, $\text{newT} = \{\text{newT} + T_2\}$.
Step 10: Return the new tree $\text{newT}$.

V. VALIDITY ANALYSIS

The above overall description of the LC operator shows that every iteration in crossover begins from the leaf node, which is why we term the proposed crossover mechanism as the Leaf Crossover. This section aims to present a theoretical analysis for four kinds of crossover mechanisms to show why LC can be more effective than others. Here, we validate the effectiveness from two aspects: legal offspring trees and time complexity.

A. Legal offspring trees

The demonstration that LC can always generate legal offspring trees is given as follows. A legal Steiner tree should satisfy the following conditions.

1) It contains all target nodes as well as the root node.
2) No loop is present in the tree.
3) It is a connected tree.

Below we show that a tree generated by LC satisfies the above conditions.

1) For the root node $s$, we add the edge $(s, -1)$ in each tree so that there always exists a root node in the first step: $\text{newT} = \{V(E_1 \cap E_2), E_1 \cap E_2\}$. Meanwhile, the Remove Rules, which does not remove the node in Targets while not contained in $\text{newT}$, ensures that the generated new tree should contain all target nodes when either $T_1 = \phi$ or $T_2 = \phi$.

2) There is no loop in $\text{newT}$ due to the check module in Step 5.

3) Assuming that there exists a separating subtree $t'$ in the final $\text{newT}$ and the root of $t'$ is $u$, there are 3 conditions that may generate a subtree in LC: Steps 1, 3, and 4. If $t'$ is generated by Step 1: $\text{newT} = \{V(E_1 \cap E_2), E_1 \cap E_2\}$, node $u$ will be a node in two leaf lists which would be selected to connect another subtree as the leaf node in the subsequent iterations. If $t'$ is generated by the Connect() function in Step 3, $u$ should be connected to $\text{newT}$ by definition. The last condition is that $t'$ is generated by the Cut() function in Step 4. In this condition, $u$ will also be added into two leaf lists which would be selected to connect another subtree as the leaf node in the subsequent iterations. Therefore, $\text{newT}$ will be a connected tree when either $T_1 = \phi$ or $T_2 = \phi$.

B. Time complexity

Here, we compare the time complexities of different crossover mechanisms. Consider a graph $G = (V, E)$ as a network containing a set of nodes $V$ and a set of links $E$, $|V| = n$ and $|E| = m$. Let $\Pi$ be the set of feasible candidate solution trees, $T_1$ and $T_2 \in \Pi$ with the number of nodes being $L_1$ and $L_2$ respectively. The time complexity analysis of different crossover mechanisms on $T_1$ and $T_2$ is outlined here.

1) GAs with DT: The crossover operation of GAs with DT has two steps. The first step is to obtain the subtree set: $\{E_1 \cap E_2\}$. Since each link in one tree should be checked whether it also belongs to another tree, the time complexity of $\{E_1 \cap E_2\}$ can be easily calculated as follows:

$$O\left(\frac{(L_1 - 1)(L_2 - 1)}{2}\right),$$

where $L_1 - 1 = |E_1|$ and $L_2 - 1 = |E_2|$. The second step is to connect subtrees by the shortest path algorithms. The most widely used algorithms are Prim and Dijkstra, which have the same time complexity $O(\text{Prim})$. $O(\text{Prim})$ is related to the data structure, attaining the minimal value $O(m + n \log n)$ [30] and the maximal value $O(n^2)$ [29]. So, the time complexity of crossover for GAs with DT is:

$$O\left(\frac{(L_1 - 1)(L_2 - 1)}{2}\right) + O(k(\text{Prim}))$$

where $k + 1$ denotes the number of separating trees.

2) GAs with Prüfer: The crossover operation for GAs with Prüfer includes encoding, two-point crossover, decoding, detection and repair. The encoding scheme transfers all links to the digits of the Prüfer string and the time complexity is:

$$O(L_1 + L_2 - 2),$$

where $L_1 + L_2 - 2 = |E_1| + |E_2|$. The two-point crossover aims to find the gene fragments and insert them into each other. Two strings $P_{N1}$ and $P_{N2}$ need a traversal to find two random positions to exchange gene fragments. The time complexity is:

$$O(L_1 - 2 + L_2 - 2),$$

where $L_1 - 2$ and $L_2 - 2$ are the lengths of Prüfer string of $T_1$ and $T_2$ respectively. The decoding procedure traverses Prüfer strings to generate offspring trees. The time complexity is also:

$$O(L_1 - 2 + L_2 - 2),$$

The detection procedure should detect every link in the offspring tree to check its legality. The time complexity is:

$$O(L_0 - 1),$$

where $L_0$ denotes the number of nodes in the offspring tree and $L_0 - 1$ is the number of links in the offspring tree. The last operation is to adopt a shortest path algorithm to repair the illegal offspring tree. Like GAs with DT, the time complexity is:

$$O(k'(\text{Prim}));$$
where $k'$ denotes the number of illegal links. Therefore, the time complexity of this kind of crossover is:

$$O(3L_1 + 3L_2 + L_0 - 11) + O(k'(P_{\text{Prim}}))$$
$$\approx O(3L_1 + 3L_2 + L_0) + O(k'(P_{\text{Prim}}));$$

(9)

3) **GAs with ST:** The ST encoding transfers each parent tree into two strings and the time complexity is:

$$O(L_1 + L_2).$$

The crossover mechanism of ST is also conventional string crossover mechanism. Noting that GAs with ST do two-point crossovers on both $s$ and $t$ and the length of ST string is $2L$, where $L = |V_T|$. Analyzing the same way, the total time complexity of the crossover of GAs with ST is:

$$O(5L_1 + 5L_2 + L_0 - 1) + O(k''(P_{\text{Prim}}))$$
$$\approx O(5L_1 + 5L_2 + L_0) + O(k''(P_{\text{Prim}}));$$

(10)

where $k''$ denotes the number of illegal links. Compared with GAs with Prüfer, GAs with ST overcome a poor property that a small change in a string generally changes many edges in the tree it represents. Hence, generally $k'' < k'$ and the time complexity of the crossover of GAs with ST is lower than that of GAs with Prüfer.

4) **GAs with LC:** The first step on LC is analogous to that of GAs with DT. So, the time complexity of the first step is:

$$O(\frac{(L_1 - 1)(L_2 - 1)}{2}).$$

The next operations are the iterations of Steps 2-6. We assume that the crossover terminates after $p$ iterations. The main operations in the iteration contain $Connect()$, checking for $\{P_1 \cap P_2 - v\}$, checking loops for new $T \cup P$ and the removing procedure. The first operation in the iteration is the $Connect()$ function, which needs a traversal from the leaf node to the top to find a node contained in the offspring tree. In Fig. 3, $T_1$ and $T_2$ should find a path connecting the leaf node to new $T$, and the time complexity is:

$$O(\frac{L_0 d_1}{2} + \frac{L_0 d_2}{2});$$

where $L_0$ is the number of the nodes in the new $T$ at this moment and $d_1$ and $d_2$ are the degree of $T_1$ and $T_2$ respectively. After $p$ iterations, the total time complexity is:

$$O(p \frac{L_0 d_1}{2} + \frac{L_0 d_2}{2}) + O(p \frac{L_0 d_1}{2} + \frac{L_0 d_2}{2}).$$

Then, LC needs to check if $\{P_1 \cap P_2 - v\} \neq \phi$. The time complexity is:

$$O(\frac{(L_1') (L_2')}{2}),$$

where $L_1'$ and $L_2'$ are the number of nodes in $V_{p_1}$ and $V_{p_2}$ at this moment. After $p$ iterations, the total time complexity is:

$$O(p \frac{(L_1') (L_2')}{2}) < O(\frac{(L_1') (L_2')}{2}).$$

Next, the mechanism checks if a loop exists in new $T \cup P_1$ and new $T \cup P_2$. This check procedure for new $T \cup P_1$ needs a traversal from the leaf node of $P_1$ to the top of new $T$ to find if any loop exists. For instance, in Fig. 3(d), $P_2 = \{(3, 12), (12, 6), (6, 7), (7, 5), (5, 2)\}$, the check module traverses only the path $\{(3, 12), (12, 6), (6, 7), (7, 5), (5, 2), (1, \cdot -1)\}$ to find if any loop exists. The time complexity of the check procedure is:

$$O(L_1' + \frac{d_0}{2}) + O(L_2' + \frac{d_0}{2}).$$

Similarly, the time complexity after $p$ iterations is:

$$O(pL_1' + \frac{p \frac{d_0}{2}}{2}) + O(pL_2' + \frac{p \frac{d_0}{2}}{2}) < O(L_1 + L_0) + O(L_2 + L_0)$$

The final procedure is the removing procedure. Two parent trees remove almost all links when crossover is over. Hence, the time complexity of $p$ iterations is:

$$O(L_1 + L_2).$$

In summary, the total time complexity of LC is less than

$$O(L_1L_2 + \frac{L_0 (d_1 + d_2)}{4} + 2L_1 + 2L_2 + 2L_0)$$

(11)

Hence, the time complexity of LC is positively correlated not with the graph size but with the length of parent trees. Meanwhile, in general cases, Eq. (11) is much less than $kO(P_{\text{Prim}})$.

To summarize, as compared with the three popular crossover mechanisms, our crossover mechanism needs less computations with added benefits of not requiring a shortest path algorithm, a detection procedure, a repair function, global link information, and encoding/decoding operations.

VI. IMPLEMENTATION OF GA WITH LEAF CROSSOVER

The main design of a GA includes population initialization, fitness function, selection, crossover and mutation. The population in Steiner tree optimization models is mostly initialized with the randomized depth-first search algorithms [34]. Like GAs with DT, the proposed GA takes the tree as the chromosome directly to avoid encoding/decoding operators. Therefore, we use randomized depth-first search algorithms to generate a set of Steiner trees in the population initialization stage.

A. Fitness function

The fitness function has two different equations according to whether there are constraints annotated to edges.

1) If there is no constraint annotated to edges, we just take the function $F'(T)$ in Section 4 as the fitness function.

2) If there are constraints annotated to edges, a common approach of constrained Steiner tree optimization problems is to use the penalty technique in fitness function design [10]. We use a simple function as the fitness function of the tree $T$:

$$F(T) = \delta(T)F'(T) = \delta(T)(\omega_0 - \omega(T)),$$

where

$$\delta(T) = \begin{cases} 
\alpha, & \text{if } T \text{ does not satisfy constraints} \\
1, & \text{if } T \text{ satisfies constraints}
\end{cases},$$

where $\alpha$ is the penalty factor usually restricted to the interval $(0, 0.5)$. 


B. Selection

Currently, there are two widely used types of selection schemes: proportionate and ordinal-based selection [35]. In this study, we implement both type mechanisms: roulette wheel (RW) and tournament pick (TP). In this paper, the size of the tournament pool is 5 and the probability \( P_i \) with which a tree \( T_i \) is selected in the roulette wheel is given as follows:

\[
P_i = \frac{F(T_i)}{\sum_{j=1}^{\text{popsize}} F(T_j)},
\]

where \( \text{popsize} \) means the population size.

C. Crossover and mutation

The proposed crossover is defined in Section 4. Here, we present the most popular mutation strategy. Oh et al. [36] proposed a new mutation scheme for tree-based GAs. According to the mutation probability \( P_m \), this mutation strategy randomly selects a subset of nodes and breaks the multicast tree into some separating subtrees by removing all links incident to the selected nodes. Then, these separating subtrees are connected into a new multicast tree by randomly selecting a least-weight path between them.

VII. EXPERIMENTAL STUDY

We have conducted experiments to compare the performance of GAs with the proposed crossover operator with the existing popular GAs introduced in Section 3. We compare GAs with the Pr"ufer, DT, ST, and LC on 9 benchmarks \((G_1 - G_6)\) taken from the OR library [26]: steinb2 \((G_1)\), steinb3 \((G_2)\), steinb5 \((G_3)\), steinb13 \((G_4)\), steinb16 \((G_5)\), steinc8 \((G_6)\), steinc13 \((G_7)\), steind13 \((G_8)\), and steind8 \((G_9)\), where the number of nodes, links and target nodes are: \((50, 63, 13)\), \((50, 63, 25)\), \((50, 100, 13)\), \((100, 125, 17)\), \((100, 200, 17)\), \((100, 200, 50)\), \((500, 1000, 83)\), \((500, 2500, 83)\), and \((1000, 2000, 167)\) respectively. All GAs are implemented in C language and the execution environment is: CPU (Intel(R) Core(TM) i7-4790); RAM (8 G); Operating system (Windows 7). For a better comparison, we use identical GA operators except the crossover operators. The algorithms are terminated either when the population does not change during 10 consecutive generations or the iteration number reaches 200.

Three sets of experiments were carried out. The first set of experiments use \( G_1-G_6 \) to verify the mathematical analysis in Section 5, which shows that the time complexity of LC is much less than that of other crossover mechanisms. Meanwhile, this set of experiments also show GAs with LC execute faster than GAs with other crossover mechanisms. The second set of experiments compares the performance of four kinds of GAs on \( G_7-G_9 \). The third set of experiments checks the performance of GAs on large scale network graphs \( G_7-G_9 \).

A. Experiments regarding the executing time

We first conduct experiments under typical parameter options, of which the crossover and mutation probabilities are set as 0.6 and 0.05 respectively, and the population size is set to 50 on \( G_1-G_3 \) and 100 on \( G_4-G_6 \). First, to verify the mathematical analysis shown in Section 5, we record the total time of generating 1000 offspring trees by each crossover operator on randomly generated trees from \( G_1-G_6 \). In the previous analysis, the time complexity of LC is much less than that of other crossover mechanisms. Moreover, the time complexity of LC is not positively correlated with the graph size but with the length of parent trees while other crossover mechanisms are positively correlated with the graph size. As shown in Table I, the executing time of LC is much less than that of other crossover operators and this advantage is more highlighted for increasingly complicated network graphs. Therefore, the experimental results are consistent with the theoretical analysis.

Table II presents the executing time of GAs on each network instance. The result is consistent with Table I, which illustrates that GAs with LC are significantly faster than popular GAs. Table III counts the average number of fitness evaluations required by GAs for achieving convergence on \( G_1-G_6 \). From the table, we can see that the GA with Pr"ufer requires the most number of evaluations for convergence, the GA with ST requires the second large number of fitness evaluations, while both LC and DT versions of GAs converge roughly at the same speed with the minimal number of fitness evaluations. Noting that, unlike other GAs, the executing time of GAs with DT does not increase with increasingly complicated network graphs. This is because GAs with DT take the shortest path algorithm as the main operation in crossover. Hence, the executing time is much affected by the relative localities of target nodes. If target nodes are closer to each other, the shortest path algorithm is easy to get the next target node and
GAs with DT execute fast. When target nodes are far from each other, the shortest path algorithm would spend much time in getting the next target node and GAs execute slowly.

B. Performances on general graphs

This set of experiments compares the performance of four kind GAs. Fig. 4 records the weights obtained by GAs with typical parameter options on $G_1$-$G_6$. From the figure, we can see that the GA with LC performs best on $G_1$-$G_5$, it is only outperformed on $G_6$. This is because $G_6$ has the most complicated tree optimization problems (100,200,50), and the population size set as 100 is too small to adapt to this complicated graph. However other three GAs can to some degree offset this disadvantage with greedy algorithms. The repair function adopt global link information and greedy algorithms to handle non-existent links in offspring trees, which has the same effect as the mutation operators. This means the repair function has a side effect that is equivalent to enlarge the mutation probability of GAs. We then increase the population size to 200 and conduct a simulation for GAs on $G_6$. Table IV records the results of four GAs with a population size of 200 on $G_6$. From the table, we can see that LC and ST versions of GAs get almost the same mean weights while other two GAs obtain larger mean weights. Meanwhile, GAs with LC performs much better in terms of the execution time and minimal weights.

We use graphs $G_3$-$G_5$ to check the performance of GAs with different parameter combinations regarding the selection operator, crossover probability, and mutation probability. Four parameter combinations are checked: RW+0.6+0.1, RW+0.8+0.05, RW+0.8+0.1 and TP+0.6+0.05. The final weights obtained by GAs are presented in Fig. 5 and the execution time is recorded in Table V. From Fig. 5, we can see that GAs with LC outperform other GAs on almost all situations except the situation with TP+0.6+0.05 on $G_3$. Table V shows that GAs with LC requires much less execution time than others.

In summary, the experimental results for GAs with various parameter options show that GAs with LC have better performance than GAs with other three crossover mechanisms.

C. Performances on large scale graphs

Finally, we check the performance of GAs on large scale network network graphs $G_7$-$G_9$ respectively. The parameter combination is set as TP+0.6+0.05 and the population size is 500. Since the solution space and the population size are huge in large scale graphs, it is difficult for GAs to converge to a same solution. A common approach is to choose the best solution as the output solution.

Table VI presents the average execution time per generation in the first few generations. Noting that we did not execute GAs with Prüfer on large scale graphs since it needs too long execution time. We can see that only GAs with LC has an acceptable execution time, which is much less than that of other two GAs. GAs with LC need about 2.7s, 5.8s, and 32.6s to execute one generation on $G_7$, $G_8$, and $G_9$, respectively, while GAs with DT and GAs with ST need more than 550s to execute one generation on $G_9$. Since execution times of GAs

![Fig. 4. Weights obtained by GAs under typical parameter options. (a) Results on $G_1$. (b) Results on $G_2$. (c) Results on $G_3$. (d) Results on $G_4$. (e) Results on $G_5$. (f) Results on $G_6$.](image-url)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Exec Time (s)</th>
<th>Mean weights</th>
<th>Min weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC</td>
<td>5.7841</td>
<td>207.17</td>
<td>186</td>
</tr>
<tr>
<td>DT</td>
<td>9.3137</td>
<td>211.10</td>
<td>202</td>
</tr>
<tr>
<td>ST</td>
<td>42.5007</td>
<td>207.11</td>
<td>201</td>
</tr>
<tr>
<td>Prüfer</td>
<td>83.8180</td>
<td>208.36</td>
<td>201</td>
</tr>
</tbody>
</table>

**Table IV**

Experimental results on $G_6$ in the case of GAs with the population size of 200
Fig. 5. Weights obtained by GAs under different parameter combinations. (a) Results on $G_3$, (b) Results on $G_4$, (c) Results on $G_5$.

TABLE V

<table>
<thead>
<tr>
<th></th>
<th>RW+0.6+0.1</th>
<th>RW+0.8+0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DT</td>
<td>ST</td>
</tr>
<tr>
<td>$G_3$</td>
<td>0.2531</td>
<td>0.9786</td>
</tr>
<tr>
<td>$G_4$</td>
<td>1.4063</td>
<td>7.0636</td>
</tr>
<tr>
<td>$G_5$</td>
<td>4.2033</td>
<td>11.4727</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th></th>
<th>LC</th>
<th>DT</th>
<th>ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_7$</td>
<td>2.7466</td>
<td>37.5887</td>
<td>61.2815</td>
</tr>
<tr>
<td>$G_8$</td>
<td>5.8378</td>
<td>153.7280</td>
<td>150.3803</td>
</tr>
<tr>
<td>$G_9$</td>
<td>32.5727</td>
<td>575.8421</td>
<td>586.1900</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

In GAs, the crossover operator always occurs with a much larger probability than the mutation operator, thereby playing a very important role in the performance of GAs. This paper proposed a new crossover mechanism called Leaf Crossover (LC) in the context of tree-based GAs. The new crossover mechanism can always generate legal offspring by just exchanging partial parent chromosomes and outperforms existing popular crossover mechanisms by avoiding encoding/decoding operations, the shortest path algorithms, detection procedures, repair functions and global link information. To our best knowledge, LC is the first crossover mechanism without greedy algorithms for Steiner tree based GAs, leading to a significant reduction of the computational time. However, since the repair function has a side effect in enlarging the mutation probability, avoiding it makes GAs with LC behave poorly when the population size is too small to adapt to some complicated problems. Various experiments were conducted to investigate the behavior of GAs with LC. Experimental results show that our GAs can get a better solution with a significant reduction in the time expense. Hence, the new GA can be widely applied to practical problems, especially to networks of large scale and time-urging applications.

For the future work, we would like to study GAs with LC further in practical applications, such as multilayer obstacle-avoiding X-architecture SMT [37], multicast communication and transportation route design. In practical applications, a good GA is often appropriately modified, e.g., a particular mutation operator is adopted for multicast in wireless sensor networks [38]. We would study the adaptive adjustment of
parameters to meet the requirements of practical applications.
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I. THE DETAILED DESCRIPTION OF LEAF CROSSOVER (LC)

For convenience, the notations are outlined as follow.

- \( \text{Leaf}(T) = \{v| \text{leaf nodes in tree } T \} \)
- \( \text{Child}(E) = \{v| \text{the child node of link } (v, u), (v, u) \in E \} \)
- \( P(v) \): the number of child nodes of the node \( v \).
- \( \text{Connect}(T_1, newT, v) = \{ \text{Path}(v, \mu) | \text{Path}(v, \mu) \subseteq T_1 \} \)
- \( \text{degree}(T_1, \mu) > \text{degree}(T_1, v), \mu \in \text{Child}(E_{newT}) \) and \( \{ v_p - \mu \} \cap \text{Child}(E_{newT}) = \phi \).

1. Step 1: \( v = \text{Leaf}(P) \)
2. Step 2: \( T = T - v, P = P - v \)
3. Step 3: \( v = \text{Leaf}(P), \) if \( v \in \) \( \text{Targets} \) or \( \text{degree}(v) > 1 \), stop the iteration; otherwise, go to Step 2.

Fig. 7(a) shows, the generated new tree is \( newT = \{ V(E_1 \cap E_2), E_1 \cap E_2 \} = \{ \{-1, 1, 2, 14, 15\}, \{(1, -1), (2, 1), (15, 14)\} \} \).

Meanwhile, leaf node lists of \( T_1 \) and \( T_2 \) are \( \text{list}_1 = \{3, 9, 14\} \) and \( \text{list}_2 = \{3, 9, 14\} \), are generated after the procedure: \( T_1 - newT \) and \( T_2 - newT \). Seeing that \( newT \) contains node 15, the remaining target nodes are \( \text{Targets} = \{3, 6, 7, 9\} \).

Then, we randomly select a node \( v \in \text{leaf}_1 \cap \text{leaf}_2 \) to obtain two paths: \( P_1 = \text{Connect}(T_1, newT, v) \) and \( P_2 = \text{Connect}(T_2, newT, v) \). The next operation is to find whether \( P_1 \cap P_2 = v \). If not, then we select the node \( u = \min \{ \text{Hop}(v, u, T_1) + \text{Hop}(v, u, T_2) | u \in \{ P_1 \cap P_2 - v \} \} \) and cut off \( P_1 \) and \( P_2 = \text{Cut}(v, u, P_1) \) and \( P_2 = \text{Cut}(v, u, P_2) \). Meanwhile, \( \text{leaf}_1 = \{ \text{leaf}_1 + u \} \) and \( \text{leaf}_2 = \{ \text{leaf}_2 + u \} \).

Fig. 7(b) shows, when \( v = 3, P_1 = \text{Connect}(T_1, newT, 3) = \text{Path}(3, 1) = \{3, 1\} \) and \( P_2 = \text{Connect}(T_1, newT, 3) = \text{Path}(3, 1) = \{3, 12, 12, 6, 6, 7, 7, 5, 5, 2\} \).

Finally, we compare \( F'(P_1) \) with \( F'(P_2) \) and add the larger path into \( newT \). According to the \( \text{Remove Rules} \), we do the removing procedures: \( T_1 - P_1 \) and \( T_2 - P_2 \). Fig. 1(c) illustrates the case of \( F'(P_1) > F'(P_2) \), where \( P_1 \) is added into \( newT \).

Meanwhile, the removal procedure removes \( P_1 \) from \( T_1, T_2 \) according to \( \text{Remove Rules} \). We remove all edges of \( P_1 \) from \( T_1 \) and remove from \( T_2 \) nodes from the leaf nodes of \( P_2 \) to top by the iteration procedure. The iterations are stopped on node 6 given that \( \text{Hop}(6, v) > 1 \). Seeing that node 6 is \( \text{Targets} \), it follows that \( \text{leaf}_2 = \{ \text{leaf}_2 + 5 \} = \{6, 9, 14\} \).

Fig. 7(c) depicts the next iteration of leaf crossover when the chosen node in \( \text{leaf}_1 \cap \text{leaf}_2 \) is 9. \( P_1 = \text{Connect}(T_1, newT, 9) = \text{Path}(9, 2) = \{9, 12, 12, 5, 5, 2\} \) and \( P_2 = \text{Connect}(T_2, newT, 9) = \text{Path}(9, 2) = \{9, 5, 5\} \). However, two paths should be cut off at node 5 given that \( \text{Hop}(9, u, T_1) + \text{Hop}(9, u, T_2) | u \in \{ P_1 \cap P_2 - 9 \} \). Hence, \( P_1 = \text{Cut}(9, 5, P_1) = \{9, 12, 12, 5\} \), \( P_2 = \text{Cut}(9, 5, P_2) = \{9, 5\} \).

Meanwhile, both \( \text{list}_1 \) and \( \text{list}_2 \) add node 5, \( \text{leaf}_1 = \{ \text{leaf}_1 + 5 \} \), \( \text{leaf}_2 = \{ \text{leaf}_2 + 5 \} \). No loop exists in either \( newT \cup P_1 \) or \( newT \cup P_2 \). Assuming \( F'(P_2) > F'(P_1) \), then \( newT = newT + P_2 \) and we remove \( P_1, P_2 \) from parent trees \( T_1, T_2 \) according to \( \text{Remove Rules} \).
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(a) Step 1 of leaf crossover.

(b) The selected same leaf node is 3.

(c) The selected same leaf node is 9.

(d) The selected same leaf node is 5.

(e) The selected same leaf node is 14.

(f) The offspring tree.

Fig. 7. Leaf crossover on $T_1$ and $T_2$. 
Fig. 7(d) presents the next iteration of $P_1 = \text{Connect}(T_1, \text{new}T, 5) = \{(5, 6), (6, 2)\}$, $P_2 = \text{Connect}(T_2, \text{new}T, 5) = \{(5, 2)\}$ when the chosen node in $\text{leaf}_1 \cap \text{leaf}_2$ is 5. Assuming $F'(P_1) > F'(P_2)$, we set $\text{new}T = \text{new}T + P_1$ and remove $P_1$, $P_2$ from $T_1$, $T_2$ according to Remove Rules.

Fig. 7(e) reveals that the last node in $\text{leaf}_1 \cap \text{leaf}_2$ is 14, $P_1 = \text{Connect}(T_1, \text{new}T, 14) = \{(14, 7), (7, 6)\}$, $P_2 = \text{Connect}(T_2, \text{new}T, 14) = \{(14, 6), (6, 7), (7, 5)\}$. Noting that both node 6 and node 7 achieve the minimum in $\min\{\text{Hop}(14, u, T_1) + \text{Hop}(14, u, T_2) | u \in \{P_1 \cap P_1 - 14\}\}$. Assuming that node 6 is the selected node, we get $P_1 = \text{Cut}(14, 6, P_1) = \{(14, 7), (7, 6)\}$, $P_2 = \text{Cut}(14, 6, P_2) = \{(14, 6)\}$. Under the condition $F'(P_1) > F'(P_2)$, we add $P_1$ into $\text{new}T$ and remove $P_1$, $P_2$ from $T_1$, $T_2$ respectively according to Remove Rules.

The iterations cannot proceed when $\text{leaf}_1 \cap \text{leaf}_2 = \phi$. If $T_1 = \phi$ or $T_2 = \phi$ at this moment, then the crossover is over. Otherwise, we compare $F'(T_1)$ with $F'(T_2)$ and add the larger tree into $\text{new}T$. It can be seen from Fig. 7(f) that $T_1$ satisfies the condition of being an empty tree, so the crossover is over and $\text{new}T$ is the final offspring tree.