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Abstract—Task scheduling is one of the most difficult problems in grid computing systems. Therefore, various studies have been proposed to present methods which provide efficient schedules. Meta-heuristic approaches are among the methods which have proven their efficiency in this domain. However, the literature shows that hybridizing two or more meta-heuristics can improve performance to a greater extent than stand-alone algorithms as the new high-level algorithm will inherit the best features of the hybridized algorithms. In this paper, a loosely coupled hybrid meta-heuristic algorithm is proposed for solving the static independent task scheduling problem in grid computing. It combines ant colony optimization and variable neighborhood search, where the former operates first and whose output is subsequently improved by the latter. The experimental results show that the proposed algorithm achieves better task-machine mapping in terms of minimizing makespan than other selected approaches from the literature.

Index Terms—Hybrid meta-heuristic, Ant Colony Optimization, Variable Neighborhood Search, Task Scheduling

I. INTRODUCTION

Grid Computing provides a type of parallelized distributed infrastructure which allows the geographically distributed autonomous and heterogeneous machines to be shared, selected and aggregated dynamically depending on their availability, capability, performance, cost, and users’ quality-of-service requirements to create a virtual supercomputer which is able to efficiently solve various complex problems from commercial and non-commercial clients. Grid computing was mainly developed to fulfill the significant increase in requirements for high computing power from various private organizations and the scientific computing community [1].

Grid computing has witnessed several developments since the introduction of its early definitions in [2], [3]. The developments are aimed at a better understanding of the grid issues through the enhancement of the grid infrastructure and middleware. Allocating tasks, also called jobs or applications, to computational grid machines in an efficient manner is one of the main challenges facing any computational grid system; this allocation is called task scheduling in grid computing. An efficient scheduler is one which can make practical and effective use of the available distributed resources. These resources are connected through heterogeneous environments in an efficient, reliable and secure manner. Similar to task scheduling in traditional computing systems, this allocation is known to be an NP complete problem [4]; however, it is made more complicated in grid computing due to its dynamic nature, high degree of task and machine heterogeneity, problem size, and other factors such as existing local schedulers and policies [5].

Several stand alone meta-heuristics, such as Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Variable Neighborhood Search (VNS) and Tabu Search (TS), have been applied successfully for various types of scheduling problems. However, the results achieved by these methods could be further improved by combining two or more meta-heuristics [6]. The resulting new high-level algorithm would then inherit the best features of the combined meta-heuristics. Consequently, the chances of escaping from a local minimum will be increased, and hence the overall performance will be enhanced [7].

In general, there are two means, or fashions by which to effectively combine meta-heuristics, namely loosely coupled and strongly coupled [8]. The first fashion consists of executing the combined meta-heuristics in a serial manner such that the solution to the first method then being used by the second and so on; the final solution will be the output of the last algorithm. The second fashion refers to the type of hybridization in which the inner procedures of the hybridized algorithms are interchanged in such a way that one of the methods acts as the main algorithm, which during its execution calls other methods to act as supporting algorithms [9].

In our previous work [10], a loosely coupled hybrid algorithm which combined a newly proposed ACO and the GA proposed in [11], i.e., ACO+GA, was suggested as a promising algorithm for solving the task scheduling problem in grid computing. The ACO starts first, the output from which will be used by the GA proposed in [11], which further improves it. The Expected Time to Compute (ETC) simulation model was used to evaluate the proposed method in terms of minimizing the makespan by generating our own 512x16 dataset instances using the range-based method described in [12].

In this work, the use of VNS for task scheduling in grid computing is introduced. Four new neighborhood structures, together with a modified local search, are proposed. The proposed VNS is hybridized with a meta-heuristic method in a loosely coupled fashion, yielding a new hybrid meta-heuristic algorithm by which to consider the task scheduling problem.
in grid computing. The new algorithm, called ACO+VNS, combines a modified ACO from our previous work [10] and VNS, in which the former works first and whose output is further refined by the latter algorithm. To evaluate the proposed method in terms of minimizing the makespan, the ETC simulation model is used to carry out a number of experiments. A well known dataset will be used for this purpose rather than generating a special dataset so that we can easily make a fair comparison to some current state-of-the-art methods.

The remainder of this paper is organized as follows. Section II introduces the related work on solving the task scheduling problem in grid computing using meta-heuristic methods. The simulation model used to evaluate the performance of the proposed method is explained in Section III. Section IV presents the use of VNS for task scheduling in grid computing, while Section V similarly describes the use of ACO. Parameter setting is discussed in section VI. Section VII presents the experimental results obtained by applying the proposed method. Finally, a set of conclusions are provided in Section VIII.

II. RELATED WORK

There are a number of different approaches described in the literature which have tackled the task scheduling problem on computational grid systems such as simple queuing algorithms and heuristic algorithms. However, the application of meta-heuristic techniques to the task scheduling problem in these systems is preferred because they can efficiently cope with the complexity inherent to this problem [13]. Meta-heuristic algorithms are high-level search methods which are applicable to solve a wide range of NP complete problems. In a practical sense, these high-level methods are considered to be most likely to be the best candidate to deal with the complexity of task scheduling in grid computing, and hence many approaches have been suggested, such as VNS, ACO and GA, to name just a few [14].

The authors in [15] suggested a Multi-objective VNS (MVNS) method to solve the task scheduling problem on grid. They have considered two objectives, namely makespan and flowtime, to minimize. Several neighborhood structures have been introduced and an effective local search, called the random Problem Aware Local Search Heuristic (PALS), was employed. The performance of the proposed method has been compared with some methods described in the literature, the results of which show that MVNS outperforms all the compared methods in all of the cases tested.

A Two-Phase VNS (TPVNS) algorithm for task scheduling on heterogeneous computing and grid systems was presented in [16]. The authors also used the random PALS together with six neighborhood structures. Some approaches from the literature have been selected by the authors for comparison with TPVNS in terms of performance. The results show that TPVNS outperforms them all in the majority of cases investigated.

A hybrid method, called ACO+TS, which combines ACO and TS in a loosely coupled fashion, was proposed in [17]. The experimental results show that the use of TS with ACO improves the quality of the solutions; however, the hybrid method took over 3.5 hours to achieve these results, while the authors in [6] suggested a loosely coupled hybrid meta-heuristic, called ACO+GA, for the task scheduling on computation grid, which combines ACO and GA. However, a non-standard dataset was considered and the code used for their implementation is not available to allow for an even-handed comparison.

The work presented in [11] studied the application of several static heuristics to the task scheduling problem in heterogeneous environments with the aim of minimizing the makespan. Their experiments show that the proposed GA achieves better results than the other heuristics used in the work. A population of 200 solutions was used, which was generated either randomly or by seeding with one solution generated by a min-min algorithm [18], whilst the remaining 199 solutions were generated randomly.

The study presented in [5] examined the use of GA for minimizing the multi-objective task scheduling problem in grid systems. In order to provide diversity, the authors used two deterministic heuristics, which are the Longest Job to Fastest Resource—Shortest Job to Fastest Resource (LJFR—SJFR) [19] and the Minimum Completion Time (MCT) [20], and also the random method to generate the initial population. Moreover, a variety of GA operators and encoding schemes were examined by the authors.

Two hybrid meta-heuristics were proposed in [8] and [9] to address the task scheduling problem in computational grids. The former method combines GA and TS in a strongly coupled fashion in which GA is the main algorithm which calls TS during its execution to further enhance the quality of the solutions in the population. On the other hand, the latter method combines the same methods in a loosely coupled fashion, that is, GA is executed first and its final solution is further improved by TS. The performance of both proposals was evaluated using the HyperSim-G grid simulator [21].

III. SIMULATION MODEL

In this paper, the ETC model is used which was introduced in [12] and has been used to study the problem of static task scheduling algorithms for heterogeneous computing, such as grid computing, in [11]. In this model, it is assumed that an accurate estimation or prediction of the size of each task, the computing power of each machine, and an estimation of the load on the machines are known in advance. Furthermore, an accurate estimation of the expected execution time for each task on each machine should either be computable or is assumed to be known beforehand. These assumptions are realistic since it is relatively straightforward to gather information about the tasks’ requirements and the computational power of machines from the specifications provided by the user, by predications, or from historic data [9]. This estimation is represented in a two-dimensional array called ETC, where
ETC[t][m] indicates the expected execution time that task t needs to finish on machine m.

A description of the problem under the ETC model can be formulated as follows:

1) A set of n independent tasks T = \{t_0, t_1, ..., t_{n-1}\} to be assigned to grid machines. Any task can be handled by any machine. However, these tasks are non-preemptive, i.e., each task should be executed entirely by one machine only.

2) A set of r heterogeneous machines M = \{m_0, m_1, ..., m_{r-1}\} to be used for processing the n independent tasks.

3) The ETC matrix has a size n × r, where ETC[t][m] denotes the estimated required time for processing task t by machine m.

4) The goal of task scheduling in grid computing is to find a mapping of the submitted tasks onto the available machines that minimizes the makespan, which represents the finishing time of the latest task and can be computed as follows:

\[
\text{makespan} = \min_{s \in S} \max_{t \in T} (\text{Finish}_t),
\]

where S is the set of all possible solutions and Finish_t represents the time by which task t will be completed [13].

The ETC matrix can be generated in a straightforward manner by dividing the size of a given task t by the computing power of a machine m. One example of this type is the dataset presented in [22]. However, the authors in [12] proposed a method to generate ETC matrices called the range-based method. Through the use of three different types of metrics, namely task heterogeneity, machine heterogeneity and consistency, the method captures the various characteristics of grid computing systems. Therefore, twelve distinct ETC matrices are needed so that we can consider all these various characteristics.

An example of range-based ETC matrices is the 12 classic instances proposed in [11]. Each instance has 512 tasks and 16 machines. The following abbreviation has been used to identify the type of ECT matrix, D-T-THMH.0, where:

- D denotes the probability distribution type.
- T denotes the consistency type, with the following acronyms: c for consistent, i for inconsistent, and s for semi-consistent.
- TH denotes the heterogeneity of the tasks, with two possibilities, either hi for high or lo for low.
- MH denotes the heterogeneity of the machines, with two possibilities, either hi for high or lo for low.

IV. APPLYING VNS TO THE TASK SCHEDULING PROBLEM

VNS is a simple and effective meta-heuristic algorithm that is often applied to many optimization problems; Mladenovic and Hansen [23] proposed VNS in 1997 as a flexible framework which can be used to define heuristics that are applicable to various problems. VNS uses multiple neighborhood structures to explore a number of neighborhoods for the current incumbent solution. It then picks the neighbor that introduces an improvement. The systematic change of neighborhood structures is the core concept of the VNS meta-heuristic. This change takes place in the descent phase where the meta-heuristic seeks to find a local minimum; it also occurs in the perturbation phase where the VNS attempts to escape from the local minimum.

The pseudocode of the VNS meta-heuristic is illustrated in Algorithm 1. Generally, the VNS involves three steps, which are repeated until the termination conditions are satisfied. The first step, known as the shake step, includes the application of a set of operators in a particular order. Applying these operators allows the VNS meta-heuristic to resolve from the local minimum traps. The second step, called the improvement step, involves performing a local search that attempts to enhance the solution found in the shaking step. The two most common improvement procedures are the first improvement and the best improvement. In the first improvement, the local search procedure ends when an improvement to the current solution is found. On the other hand, the best improvement examines all possible solutions and chooses the best among them. Finally, the third step in the VNS meta-heuristic is the neighborhood change step, which is used to make a decision about the neighborhood that will be explored next and whether to accept the current solution as a new incumbent solution or not. Several neighborhood change procedures are available in the literature, such as the sequential, cyclic and pipe neighborhood change procedures [24].

A. Neighborhood structures for task scheduling in grid computing

The neighborhood structure provides a means by which to explore new regions of the solution space. This exploration is achieved through defining the type of modifications which could be applied to a given solution to produce new ones. The solution space can be explored in different ways using different neighborhoods; thus, the use of well-defined neighborhood structures will certainly lead to better exploration.

Algorithm 1 The VNS algorithm

1: Let: S be the initial solution and \( N_k \) be the set of neighborhood structures, \( k = 1, ..., k_{\text{max}} \)
2: repeat
3: \( k \leftarrow 1 \)
4: repeat
5: \( \hat{S} \leftarrow \text{shake}(S) \)
6: \( S \leftarrow \text{local_search}(\hat{S}) \)
7: if (fitness(\( \hat{S} \)) < fitness(S)) then
8: \( S \leftarrow \hat{S} \)
9: \( k \leftarrow 1 \)
10: else
11: \( k \leftarrow k+1 \)
12: end if
13: until (k==k_{\text{max}})
14: until (termination condition)
In the task scheduling problem, for every solution $X$ there is at least one machine with a local makespan time equals to the overall makespan of the solution, which is known as the 'problem machine'. New solutions can be obtained from $X$ by exchanging a task currently allocated to the problem machine with another task allocated to another machine, or by moving a task currently allocated to the problem machine to any other machine. Therefore, we can define various new neighborhood structures based on the concepts of exchange and move. In this work, we proposed four neighborhood structures, namely the Best Exchange (BE), the Maximum Heavy to Light Move (MHLM), the Random Heavy to Light Move (RHL) and the Best Move (BM).

BE alters the solution by finding the set of exchanges for some of the tasks allocated to the problem machine with those allocated to other machines to best improve the solution in terms of minimizing the makespan. The second structure, MHLM, defines new neighbors by moving the task in the list of tasks assigned to the problem machine which has the maximum expected completion time to the machine which has the minimum processing time for the same. On the other hand, RHL, the third neighborhood structure, moves a random task from the list of the tasks assigned to the problem machine to the machine with the minimum local makespan time. Finally, BM modifies the solution by finding the set of moves which allocate some of the tasks assigned to the problem machine to other machines such as to best reduce the makespan time.

### B. Improvement procedure

This procedure includes the application of a local search to enhance the solution found by the shaking step. For this purpose, we used a modified version of the Problem Aware Local Search (PALS) algorithm. PALS was originally proposed to solve the problem of DNA fragment assembly [25], [26]. In [27] and [16], a variant of PALS, called Randomized PALS, has been used for task scheduling on heterogeneous environments. Recently, it has been used as an efficient technique for some permutation-based optimization problems [28].

From a given solution $S$, the algorithm picks two machines, $Pm$ and $Rm$, where $Pm$ is the machine with the largest local makespan and $Rm$ is a random machine such that $Pm \neq Rm$. The outer loop iterates on some of the tasks of $Pm$. The number of these tasks is determined by generating two random numbers, $Pm_{start}$ and $Pm_{end}$, such that $Pm_{start} \in [1, Pm_{size} - 1]$ and $Pm_{end} \in [Pm_{start}, Pm_{size}]$, where $Pm_{size}$ is the number of the tasks allocated to $Pm$. Similarly, the inner loop works on the tasks assigned to $Rm$ using $Rm_{start}$ and $Rm_{end}$, which are generated in the same manner as $Pm_{start}$ and $Pm_{end}$, respectively. This process, which was suggested in [16], guarantees the selection of different tasks with different sizes in each iteration, while the randomize PALS used in [27] has used a different method whereby the start task of each loop is generated randomly and the number of tasks involved in the outer loop is fixed to 32 and to $NT/20$ in the inner loop, where $NT$ is the total number of tasks. The double loop calculates the makespan values when swapping machines and transferring tasks in S1 and S2, respectively. Then it selects the solution with the minimum makespan and compares this with the best solution found to that point; if there is an improvement, then it will become the new best; otherwise, the process will continue. Therefore, this loop stores the best improvement to the solution with respect to the makespan time obtained by applying $(Pm_{end} \times Rm_{end})$ swaps or transfers. This solution is then compared with $S$ to decide whether to accept or reject it. If it is better than $S$, then the algorithm will accept it as the new $S$; otherwise, it will reject it and continue. The process is repeated $max$ times, which means that the best improvement is applied, whereas the random PALS used in [27] and [16] is applied until an improvement on the original solution is discovered or until $max$ iterations have been performed, i.e., the first improvement strategy was used. Algorithm 2 lists the pseudocode of the modified random PALS.

**Algorithm 2 The PALS algorithm**

```
1: for (iter = 1 to max) do
2:     sol_ms ← makespan(S);
3:     $S_0 \leftarrow S$;
4:     min_ms ← ∞;
5:     Find the problem machine (Pm) which has the maximum local makespan time;
6:     $Pm\_List \leftarrow$ the tasks assigned to Pm;
7:     $Pm\_size \leftarrow Pm\_List$ size;
8:     Randomly select a machine Rm such that Rm \neq Pm;
9:     $Rm\_List \leftarrow$ the tasks list of Rm;
10:    $Rm\_size \leftarrow Rm\_List$ size;
11:    $Pm\_start \leftarrow$ rand(1, $Pm\_size - 1$);
12:    $Pm\_end \leftarrow$ rand($Pm\_start$, $Pm\_size$);
13:    $Rm\_start \leftarrow$ rand(1, $Rm\_size - 1$);
14:    $Rm\_end \leftarrow$ rand($Rm\_start$, $Rm\_size$);
15:    for (i = $Pm\_start$ to $Pm\_end$ do
16:        for (j = $Rm\_start$ to $Rm\_end$ do
17:            $S_1 \leftarrow$ swap_machines($S_0$, $Pm\_List[i]$, $Rm\_List[j]$);
18:            $S_2 \leftarrow$ transfer_task($S_0$, $Pm\_List[i]$, Rm);
19:            if (makespan($S_1$) < makespan($S_2$)) then
20:                $S_3 \leftarrow S_1$;
21:            else
22:                $S_3 \leftarrow S_2$;
23:            end if
24:            curr_ms ← makespan($S_3$);
25:            if (curr_ms < min_ms) then
26:                $S_0 \leftarrow S_3$;
27:                min_ms ← curr_ms;
28:            end if
29:        end for
30:    end for
31:    if (min_ms < sol_ms) then
32:        S ← $S_0$;
33:    end if
34: end for
```

V. PROPOSED ACO+VNS FOR TASK SCHEDULING

ACO is a meta-heuristic search algorithm which simulates the behavior of ants in the process of foraging for food [29]. ACO seems an appropriate candidate for the problem of task scheduling in computational grids as it has been successfully used for various NP complete optimization problems. This section introduces a loosely coupled hybrid ACO+VNS algorithm for the problem of task scheduling in grid systems, which uses the modified ACO described in our previous work [10].

The ACO algorithm uses the pheromone trail and the heuristic function information to construct a solution to an optimization problem. Determining what information the pheromone trail encodes is the first step in any ACO-based algorithm. The pheromone trail is used by ants to share useful information about good solutions. A pheromone matrix, $\tau$, is required to hold $n$ tasks and $r$ machines, where $\tau[t][m]$ indicates the favorability of assigning task $t$ to machine $m$. The second set of information the ants use to build their solutions is the heuristic function, $\eta_{tm}$. The following heuristic function has been used for the task scheduling problem:

$$\eta_{tm} = \frac{1}{\text{free}[m]},$$  \hspace{1cm} (2)

where the list $\text{free}[m]$ represents the time by which the machine $m$ will become free. $\eta_{tm}$ will be large if $\text{free}[m]$ is small. Thus, a machine will be more desirable if it is freed earlier.

The ACO algorithm also uses another function, the fitness function, to measure the quality of the solutions. In this work, minimizing the makespan is considered, which represents the general throughput of a grid computing system. A small value for the makespan indicates that the scheduler is producing a high-quality schedule that efficiently maps tasks to machines.

The pheromone trail is updated after each iteration according to Equation (3). This update allows ants to share information about the current states of the machines.

$$\tau_{tm} = \begin{cases} \rho \ast \tau_{tm} + \Delta \tau_{tm} & \text{if } m \leftarrow \text{in } \text{lbest}_{ant} \\ \rho \ast \tau_{tm} & \text{otherwise}, \end{cases}$$  \hspace{1cm} (3)

where $\rho$ ($0 < \rho \leq 1$) represents the decay parameter the ants use to forget poor information and $\Delta \tau_{tm}$ denotes the amount of pheromone deposited on the path, which can be computed as follows:

$$\Delta \tau_{tm} = \frac{\text{makespan} \left( \text{lbest}_{ant} \right)}{\text{makespan} \left( \text{gbest}_{ant} \right)}$$  \hspace{1cm} (4)

It is worth noting that we used different rules for updating the pheromone trail and for $\Delta \tau_{tm}$ in our previous work [10].

Two lists are used by each ant to build a solution. The first list is called the scheduled list, which is initially empty, whilst the second list is the unscheduled list, and initially contains $n$ tasks. The first task-machine pair is randomly selected. The pheromone trail $\tau_{ab}$ provides each ant with information about the favorability of assigning task $x$ to machine $y$. On the other hand, the heuristic function, $\eta_{ab}$, will find the best available machine $b$, in terms of being free earlier, to process a task $a$ from the unscheduled tasks list. Furthermore, the inverse of $ETC[a, b]$ is used as an additional heuristic function; the inverse was used since lower values are more preferable. A task $a$ is probabilistically selected to be allocated to a machine $b$ using the transition rule defined as follows:

$$p_{ab} = \frac{[\tau_{ab}]^{\alpha} \ast [\eta_{ab}]^{\beta} \ast \frac{1}{ETC[a,b]}}{\sum [\tau_{ab}]^{\alpha} \ast [\eta_{ab}]^{\beta} \ast \frac{1}{ETC[a,b]}}$$  \hspace{1cm} (5)

where $\alpha$ and $\beta$ are the relative weight parameters of the pheromone and heuristic information, respectively.

This process continues until the unscheduled tasks list becomes empty. The same procedure is followed by each ant in the colony. When all ants have built their solutions, the best local ant in the colony is determined; that is, the one with the minimum makespan. The pheromone trail update rule is then applied as described in Eq. (3). The above steps are repeated until some stopping conditions become true. The final solution found by ACO will be further improved by applying the VNS algorithm to it. Algorithm 3 demonstrates the general steps of

Algorithm 3 The proposed ACO+VNS algorithm for task scheduling in grid computing

1: Let $n$ and $r$ represent the number of tasks and machines respectively;
2: Initialize the pheromone trail $\tau_{tm}$ to a small value;
3: Initialize $\text{free}[0..r-1]$ to 0;
4: Initialize the decay parameter $\rho$;
5: $\text{gbest}_{ant} \leftarrow \text{min}_{min}()$;
6: $\text{makespan} \leftarrow \text{the makespan of }\text{gbest}_{ant}$;
7: $\Delta\tau_{tm} \leftarrow \frac{\text{makespan}}{\text{makespan}}$;
8: Update the pheromone trail using Eq. (3);
9: while (the stopping condition is not true) do
10: for (each ant) do
11: Randomly select the task-machine pair $(u, v)$ and add it to the scheduled list;
12: for (all unscheduled tasks) do
13: $\text{free}[v] \leftarrow \text{free}[v] + \text{ETC}[u, v]$;
14: Compute $\eta_{vu}$ using Eq. (2);
15: Compute $\rho_{ab}$ using Eq. (5);
16: Find the largest value of $\rho_{ab}$;
17: Select the next task-machine pair $(u = a, v = b)$ and add it to the scheduled list;
18: end for
19: end for
20: Compute the makespan values for each ant using Eq. (1);
21: Find the local best ant $\text{lbest}_{ant}$;
22: if ((makespan($\text{lbest}_{ant}$) < makespan($\text{gbest}_{ant}$)) then
23: $\text{gbest}_{ant} \leftarrow \text{lbest}_{ant}$
24: end if
25: Calculate $\Delta\tau_{tm}$ using Eq. (4);
26: Update the pheromone trail using Eq. (3);
27: end while
28: Perform VNS: $\text{gbest}_{ant} \leftarrow \text{VNS(}\text{gbest}_{ant})$.


the proposed hybrid ACO+VNS algorithm. It is worth noting here that in our previous work [10], a small value was used to initialize the pheromone deposit only. In this study, Eq. (3) is also applied before starting the main ACO+VNS procedure, where the solution found by the deterministic heuristic min-min algorithm [18] is used to update the pheromone trail in order to speed up the process of finding good solutions.

VI. PARAMETERS SETTING

A fixed set of parameters was selected for the proposed hybrid meta-heuristic to set the parameters. This set was tested by running a number of experiments using a number of instances with diverse characteristics. One of the main advantages of VNS is that it does not need many parameters. The stopping condition, which is the maximum number of iterations, was set to 200. Since we used the forward VNS version in this paper, it is necessary to test the order of neighborhood structures. The forward VNS means that the algorithm begins with \( k = 1 \), which is then incremented by one if no improvement is found; otherwise, we re-set \( k = 1 \). As we use four neighborhood structures, we have 24 possible combinations. The primarily experiments show that the best results were reported when the following order is used: BE-BM-RHLM-MHLM. For the ACO algorithm, the population size, \( \alpha \), \( \beta \), and \( \rho \) were among the tested parameters. The population size is set to 2 due to our attempt to reduce the computational time needed to construct solutions by ants and increase the number of generations. The authors in [17] tested values of \( \alpha \) and \( \beta \) in the range [1, 50]. The best results were achieved when \( \alpha = 10 \) and \( \beta = 10 \). In this paper, we selected three values for \( \alpha \) and \( \beta \), namely 1, 5 and 10, for testing. The results show that \( \alpha = 10 \) and \( \beta = 1 \) represent the best combination. Two values were used for \( \rho \), which were 0.5 and 0.7. The best makespan values were achieved when using \( \rho = 0.7 \).

VII. EXPERIMENTAL RESULTS

This section discusses the experimental results of applying the proposed hybrid meta-heuristic method to address the task scheduling problem in a computational grid. The Java language was used to implement the proposed method and the experiments provided in this study were performed using an Intel i5-4570 CPU @3.20GHz with 8 Gigabyte RAM.

In addition to the best, average, and standard deviation, two measures will also be used to compare the results obtained by applying the proposed hybrid method and various other methods from the literature. The first measure is the improvement percentage of one algorithm over another, which can be computed as follows:

\[
\text{Improvement}(\%) = \frac{\text{algorithm1} - \text{algorithm2}}{\text{algorithm1}} \times 100\%,
\]

(6)

where algorithm1 and algorithm2 are the makespan values of two different algorithms. The second measure is the relative gap value of any algorithm with respect to the corresponding lower bound, which can be calculated as follows:

\[
gap = \frac{\text{Res} - \text{Lower Bound}}{\text{Lower Bound}},
\]

(7)

where \( \text{Res} \) indicates the makespan value (best or average) obtained by the proposed algorithm for the corresponding test instance and the lower bound reported in the literature.

To test the performance of the proposed method, the dataset from [11], which involves the classical 12 problem instances, has been used. Each instance has 512 tasks and 16 machines. ACO+VNS was compared to a number of algorithms selected from the literature: the min-min algorithm [18], GA [11], Cellular Memetic Algorithms (cMA) [30], Memetic Algorithm and TS (MA+TS) [31], ACO+TS [17], parallel Cross-generational Heterogeneous recombination Cataclysmic mutation (pCHC) [27], and Two-Phase VNS (TPVNS) [16]. The authors in [11] used a GA with a population of 200, and the algorithm stops when it has executed 1000 iterations (number of evolutions) or the best solution has not changed in 150 iterations. The authors in [17] allowed ACO+TS to run for 1000 iterations followed by 1000 iterations of TS. The authors in [16] set 150 seconds as the TPVNS runtime in order to provide results in which about 1000 iterations were performed. cMA [30], MA+TS [31] and pCHC [27] used a fixed 90 seconds to report their results, though there is no information available as to the total number of iterations each algorithm performed in this time. In this paper, ACO was allowed to run for 1000 iterations followed by 200 iterations of VNS, which took about 8 minutes. To obtain the best, average and standard deviation values, ACO+VNS was executed 50 times for each problem instance. Table I provides the results of applying ACO+VNS compared to the other selected methods. The best results are indicated in bold, from which it is clear that the average makespan values achieved by ACO+VNS outperform the other selected methods in 11 out of 12 instances. The ACO+VNS algorithm is expected to find high-quality schedules in any single execution since it has very small standard deviation values, which lie in the range [0.06, 1.01].

Table II shows the improvement percentages of ACO+VNS over the selected methods from the literature. ACO+VNS has a better improvement percentage than all the other methods compared, with a minimum average improvement of 0.19.

In Table I, the last column represents the lower bound values of each problem instance which were reported in [27]. Table II summarizes the gap values between the average makespan results for the proposed methods and some selected algorithms from the literature and their corresponding lower bounds. ACO+VNS achieved the smallest average gap values to the lower bound with a value of 1.54, which indicates that the quality of the solutions it finds are very high compared to the others.

VIII. CONCLUSIONS AND FUTURE WORK

Task scheduling in grid computing is a complex problem, which can become more complicated due to the fact that it
Table I: Makespan results for Bracken et al. [11] dataset instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Min-min</th>
<th>GA</th>
<th>cMA</th>
<th>MA+TS</th>
<th>ACO+TS</th>
<th>pCHC</th>
<th>TPVNS</th>
<th>ACO+VNS</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>std</td>
<td>avg</td>
<td>best</td>
<td>best</td>
<td>avg</td>
<td>best</td>
<td>avg</td>
<td>best</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II: Average improvement percentages of ACO+VNS over various methods selected from the literature.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Min-min</th>
<th>GA</th>
<th>cMA</th>
<th>MA+TS</th>
<th>ACO+TS</th>
<th>pCHC</th>
<th>TPVNS</th>
<th>ACO+VNS</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>std</td>
<td>avg</td>
<td>best</td>
<td>best</td>
<td>avg</td>
<td>best</td>
<td>avg</td>
<td>best</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table III: The gap values to the lower bound of the average makespan achieved by ACO+VNS and various algorithms selected from the literature.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Min-min</th>
<th>GA</th>
<th>cMA</th>
<th>MA+TS</th>
<th>ACO+TS</th>
<th>pCHC</th>
<th>TPVNS</th>
<th>ACO+VNS</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>std</td>
<td>avg</td>
<td>best</td>
<td>best</td>
<td>avg</td>
<td>best</td>
<td>avg</td>
<td>best</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

can be a dynamic, multi-objective and contain a high degree of heterogeneity in terms of tasks and machines. Hence, it is necessary to use meta-heuristic approaches in order to cope with its difficulty and complexity. Several stand-alone meta-heuristics have been used to successfully solve this problem. However, the results achieved by these methods could be further improved by combining them with other meta-heuristic approaches. In this work, two meta-heuristic methods, ACO and VNS, have been hybridized in a loosely coupled fashion to solve the static independent task scheduling problem on computational grid systems. The hybridization of two meta-heuristics in a loosely coupled fashion has the property that each of the combined methods preserves its identity; however, the resultant high-level hybrid algorithm inherits the best characteristics of the combined methods. The concepts of move and exchange for some tasks to or from the machine were used for the design of the neighborhood structures and the local search of the VNS. The use of VNS has improved the performance of the ACO algorithm by allowing it to search new parts of the problem's state space.

The ETC model is used to analyze the performance of the proposed method in terms of minimizing the makespan. The experiments show that ACO+VNS obtained results which are better than the other approaches selected from the literature. The low standard deviations found for the reported results suggest that ACO+VNS can achieve high-quality schedules in any given run. Furthermore, ACO+VNS obtained results that have the smallest gap to the lower bound compared to the other selected methods in all problem instances examined in this study; however, it needs a longer time to construct these solutions.

Although the proposed method represents a promising ap-
proach to solving the task scheduling problem in grid environments, the work in this study could be extended along many dimensions. One such dimension includes examining the proposed method in a strongly coupled fashion in order to compare which hybridization scheme is better. Moreover, adding another objective, so that the problem will be multi-objective, and testing it in a dynamic environment may also be considered in future work. Furthermore, the proposed method presented in this study was implemented sequentially. One possible extension would be testing the performance of the proposed method in parallel mode.
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