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Introduction
At a time when increasingly complex technologies are being developed that may transform society, investigators in all fields, including ICT, are under growing pressure to consider and reflect on the motivations, purposes and potential consequences associated with their research. This pressure comes from both the general public and government institutions. Along with these demands there is a growing recognition that current ethics review procedures within ICT may not address broader concerns such as the possible societal consequences of innovation.  

Examples of ICTs raising societal concerns abound. One such example can be found in the current debate around Drones where campaigners are warning that their use may infringe upon basic human rights such as privacy through the potential for pervasive surveillance. This is but one example of many debates around technological innovation that are wide-ranging and often emerge after technologies have been embedded into the mainstream. Some of these issues may be quite new such as the fitting of tracking devices into rubbish bins to monitor movements of people who walk by them (Miller 2013) by gathering the MAC addresses from each phone.  Other more familiar issues may re-emerge such as the EU cookie legislation which requires websites in the EU to display information about cookies to users and in some cases ask for explicit consent

There is a long history of ICT scholars and professionals trying to understand and address such issues. Despite this longstanding stream of activities, there are still numerous areas of concern. A novel concept - Responsible Research and Innovation (RRI) - has recently emerged in response to the challenges of designing innovations in a socially desirable and acceptable way. We suggest that this approach may be useful for framing discussions about how to manage the introduction of future innovations in ICT. In this article, we discuss the origins of RRI, briefly consider relevant research from Computer Ethics and Human-Computer Interaction (HCI), and illustrate the need for a new approach to ICT research governance.  Finally, we suggest ways in which the ICT community might draw upon a framework for RRI in ICT based on the findings of a recent interview study with the ICT community. 
Ethics and Social Responsibility for ICT
Traditionally ICTs have been associated with the development of tools that possess discrete and transparent functionality meant to support specific tasks. However, today their ‘diversity, scope, and complexity’ have extended far beyond the support of tasks and interaction, to becoming situated within the very fabric of our daily lives (Sellen et al 2009). Rather than being merely tools, the technologies now designed are arguably transforming and augmenting the world around us, where computer-generated information, objects and infrastructures ‘coexist in the same space as the real world’ (Azuma et al 2001). Even with these current considerations, debates about ethical issues in ICT are not new; researchers have been concerned with the practice of ethics in computing since the 1950’s (Wiener 1954). And with the emergence of Human-Computer Interaction (HCI) in the 1980s, researchers attended to the design of usable interactions between people and computers where broader ethical and societal issues of application design and use have also been considered (e.g. Ehn 1990; Friedman and Kahn 2003). There are numerous ways in which ICT researchers have tried to address ethical questions, for example through participatory design (Muller & Kuhn, 1993), ICT for development (Heeks, 2008) and many others. 

In addition to these approaches to ethics that come from within the ICT research and development communities, there is a rich array of complementary thought that similarly tries to address particular ethical issues. The field of computer ethics which draws on philosophy as well as computer science, information systems, sociology and many others has a rich history of reflecting on ethics of ICT (Johnson 2001; Floridi, 2010).

Furthermore, professional bodies such as the ACM, IEEE or BCS have developed codes and standards for professionals to adhere to for considering ethical issues. Whilst guidelines and standards are firmly in place, there has long been a debate as to the limits of these approaches.  A key question becomes whether or not future ethical and societal challenges are likely to be amenable to being addressed in these ways. 

All the above approaches to identifying and addressing ethical issues are valuable. What is currently lacking though is a way of combining them that will allow the broad range of stakeholders involved to engage with goals, purposes, challenges, problems and solutions in research and innovation processes. This means that individual researchers, research institutions, professional bodies, research funders, industry, and civil society will need to come together and exchange ideas. In practice, that means that research and innovation now become subject to broader societal and political debates. This has been the case in some areas, for example privacy and data protection, where long-standing debates have led to regulation and legislation. However, in many areas of ICT this has not yet happened. In light of the societal importance of ICT, one can argue that such a broader engagement is now necessary. Other areas of research and innovation that have been more socially contested have a longer history of such engagement. We therefore propose to look at responsible research and innovation as a discourse that has arisen from these more contested fields and discuss whether and how it can be applied to ICT.
Responsible Research and Innovation (RRI)
RRI has gained momentum in the EU since approximately 2010, but encompasses also earlier trends such as, US initiatives on ‘responsible development’ since approximately 2000 (Owen et al 2012). RRI began with an aim to identify and address uncertainties and risks associated with novel areas of research beginning with Nanotechnology (Grieger et al 2012) and moving to the environmental and health sciences including Geo-engineering (Macnaghten & Owen 2011) and Synthetic Biology (Tucker & Zailnskas 2006). The scope of RRI has since expanded to include Computer Science, Robotics, Informatics and ICT more generally (Eden et al 2013; Stahl et al 2013; Stilgoe et al 2012). RRI proposes a new process for research and innovation governance. The aim is to ensure that science and innovation are undertaken in the public interest by incorporating methods for encouraging more democratic decision-making through greater inclusion of wider stakeholder communities that might be directly affected by the introduction of novel technologies.   

In other words, RRI seeks to facilitate a more reflective and inclusive research and innovation process, from fundamental research through to application design. Within each phase of the innovation process there may be certain responsibilities associated with activities that occur within them, particularly in relation to how decisions taken might impact upon society. In this way, RRI attempts to address the gap in time between the initial phases of the formulation of a research strategy to the point at which individuals and organisations regularly use products and services based upon research outputs. Owen et al (2012) stress the notion of “collective care for the future through stewardship of innovation in the present”. Thus, a key component of RRI is to develop greater democratic accountability within the research and innovation lifecycle. The focus is on creating a new mode of practical research governance that would transform existing processes with a view to ensuring a greater acceptability and even desirability of novel research and innovation outcomes, whilst also identifying and managing potential risks and uncertainties. 

There is a broad debate of the conceptual foundations of RRI and ways of implementing it in practice. Probably the most advanced framework for RRI currently in circulation is that proposed by Stilgoe et al. (2013) who also provide a non-exhaustive list of a variety of possible RRI methods, tools and techniques such as, scenario-building, citizens’ juries or moratoriums. This approach was adapted and adopted by the UK Engineering and Physical Science Research Council[footnoteRef:1] (EPSRC). The EPSRC’s framework uses the acronym AREA to describe four key components of RRI: Anticipate possible outcomes of research and innovation, Reflect on motivations, processes and products, Engage with relevant stakeholders and Act accordingly.  [1:  http://www.epsrc.ac.uk/research/framework/, accessed 10-11-2015] 


The ideas behind RRI and the AREA framework may be easy enough to understand, but they raise significant conceptual and practical questions. Fundamental problems include the fact that research and innovation do not follow linear and predictable patterns. Bunching together research and innovation blurs important boundaries and hides significant differences. Pluralistic democracies usually do not have a substantive consensus on what counts as acceptable and desirable. Stakeholder engagement can be misused for specific aims. The idea of RRI itself contains specific values and implementing it will engender power struggles. 

Most participants in the RRI discourse are well aware of these issues (Owen et al., 2013). It is thus important to understand that RRI is not an attempt to invent a new top-down way of governing research and innovation, but is a way of linking and embedding existing principles and activities with a view to broadening their reach and relevance. This means that RRI encompasses existing work such as participatory design, research ethics and professional codes and aims to ensure that they can develop synergies. Elsewhere we have suggested that RRI can be understood as a meta-responsibility that aims to shape, maintain, develop, coordinate and align existing and novel research and innovation-related processes, actors and responsibilities with a view to ensuring desirable and acceptable research outcomes (Stahl, 2013). This conception of RRI shows that there is no contradiction between various ways of integrating ethical and social concerns but that the RRI agenda is more about broadening the discussion and linking existing activities. This includes RRI building on extant research into corporate ICT governance. More precisely, RRI may be understood as a response to critics demanding multi-level ethics (systemic and institutional ‘macro ethics’ in addition to individualistic ‘micro ethics’), the engagement of a broader variety of stakeholders and the inclusion of social, political and ethical issues in the risk analyses conducted in ICT governance (Gotterbarn 2009). It remains difficult though how these ideas can be put into practice-. 
Embedding RRI in ICT
The challenges for embedding RRI into ICT innovation are extremely complex. First, we need to understand how ICT researchers and practitioners currently manage their professional responsibilities as well as how they perceive the notion of RRI in order to assess how to move forward and ‘fit’ features of RRI to researchers’ perceptions and expectations. A significant challenge lies in developing a set of practical actions within an RRI framework that may be adopted by the ICT community and how such an approach might be embedded and deployed within current organizational processes. In order to understand these issues, we conducted investigations into the ways that RRI concepts, tools and processes might be shaped to become a creative resource for innovation in ICT[footnoteRef:2].  [2:  The Framework For Responsible Research and Innovation in ICT (FRRIICT) funded by the Engineering and Physical Sciences Research Council (EPSRC)] 

The ICT community landscape
We have interviewed leading computer scientists, postdoctoral, researchers and PhD students as well as EPSRC portfolio managers and representatives of professional bodies in the UK (Eden et al 2013). The study provides the first extensive summary of current positions regarding the boundaries of professional responsibility and the identification of potential long-term societal consequences of ICTs. It is an important baseline giving us an opportunity to describe, understand and triangulate ICT researchers’ and other stakeholders’ issues and concerns across a variety of computer science domains including; mobile computing, artificial intelligence, photonics, and signal processing, to name a few.

Though many significant issues have emerged, for the purposes of the article we outline five key concerns raised by participants. Together these concerns raise problems that typically arise when integrating RRI into ICT. We therefore sought to relate these concerns to concepts that would allow specifying RRI in ICT. 

The first recurring issue is the difficulty of predicting the potential uses of research outcomes. Some researchers say it may be inappropriate to attempt to predict future impacts in the context of ICT research because the uncertainties tend to be social rather than scientific, meaning technologies are socially shaped and not fixed. Researchers cite two unknown factors related to prediction. First in fundamental research, risks and uncertainties are identifiable only within the contexts of their use. Second, in application-oriented research, industry and user adaptation can change the trajectory of ICTs in unforeseen ways. This very open nature of ICT, its logical malleability (Moor 1985) and interpretive flexibility (Doherty et al., 2006) make it even more difficult to predict how outcomes of research and innovation than it is in other areas of science and technology research. We refer to these issues as related to the ‘product’ of ICT research and innovation. 

A second issue emerging from the study points to the perceived differences between ascertaining risks and uncertainties in Computer Science to that in the Physical and Life Sciences (e.g. Nanotechnology, Geo-engineering, Synthetic Biology). For example, software and hardware (within a traditional ICT context) may be released without adherence to health, safety and other risk assessment procedures, whereas this may be standard procedure in the Physical and Life Sciences where researchers deal with materials or the manipulation of the properties of matter whether they are biological, botanical, or synthetic. Related to this, the rhythm of ICT outputs occurs at a quicker pace, in that software can be developed, released and ‘go viral’ potentially in the same day. This makes adherence to health, safety and environmental risk assessments much less possible or likely. These are issues related to the ‘process’ of research and innovation. 

A further distinguishing feature typical of ICT is what Johnson (2001) calls “the problem of many hands”. This refers to the organizational and institutional reliance on a division of labour where most activities are split up between numerous different individuals. The problem will be increased beyond organisational boundaries by open source projects. Thus, ascribing accountability for eventual consequences is made difficult. This aspects points to the importance of considering ‘people’ in RRI in ICT. 

A final issue concerns the notion of ‘convergence’ (Grunwald 2007) where the increasingly pervasive nature of technologies in the age of the Internet, web 2.0 and pervasive computing, means that demarcating clear boundaries between systems, features and functionality becomes increasingly problematic. This means that it becomes increasingly difficult to discern the ‘purpose’ of ICT research and innovation. 

Combined these concerns pose significant challenges to RRI in ICT that go beyond those in other fields. We therefore used the 4 Ps outlined above (product, process, people and purpose) to complement the AREA acronym to develop a framework for RRI that is specific to ICT.
The AREA Plus Framework 
The AREA acronym points to general points of interest of RRI whereas the four Ps point to specific aspects of ICT. All of these concepts are much richer than we can discuss here, but in combination they are sufficient to develop a novel framework that allows stakeholders engaged in research and innovation in ICT to explore how they can undertake their work responsibly. 

The discussion so far has clearly shown that RRI in ICT cannot be realised in a prescriptive manner. The nuances of acceptability and desirability, competing interests and their embedding in social, economic and political structures means that many aspects of ICTs will remain contested. RRI therefore cannot aim to establish clear guidance on what counts as responsible but needs to be understood as a process that allows the development of sensitivity towards relevant issues and a willingness of various stakeholders to engage with one another, to become responsive to their mutual needs. 

We therefore developed the framework for RRI in ICT shown below in the form of a matrix with the AREA and 4Ps as dominant parameters that cover what we call the ‘problem space’ of of RRI in ICT. The parameters allow users of the framework to focus their attention. The combination of AREA and the 4Ps and the individual cells in the matrix, do not contain prescriptions, but scaffolding questions. These questions are meant to help stakeholders to identify issues in need of attention around a particular topic and possible responses to these questions. Potential users of the framework are invited to focus on areas and aspects that they think are in specific need of attention and then work through the questions as well as ICT specific problem space. This may entail a complete coverage of the entire framework or emphasis on particular aspects. 

It is important to stress that the framework is not a static artefact but the current representation of a wider changeable discourse. To underline this dynamic nature of the framework, the master copy is available online in a repository containing case studies and other supporting material. Many questions are linked to possible answers and supplementary material. The social nature of the framework is underlined by the invitation to users to leave comments and discuss it. 
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Framework and problem space for RRI in ICT. www.responsible-innovation.org.uk/frriict/framework 

The framework and problem space are informed by the empirical research of the landscape study and have been tested in a number of settings and workshops, including several academic presentations, workshops and detailed discussion in the context of a key professional body (BCS). They provide a sound basis for the reflection of social and ethical aspects of ICT that build on and incorporate prior work and widen the debate. 
Future of the AREA Plus Framework
The framework is not a panacea and it cannot do miracles. Many of the questions of relevance are related to fundamentally opposing interests and socially and politically contested issues. Such conflicts will not disappear overnight. However, the framework will allow individuals involved in them to better understand their own and others’ positions and to contribute to better informed debate and higher quality policies and decisions. 

In order to achieve this and maintain this progress, much remains to be done. The framework needs to be supported by substantive tools and specific guidance on particular topics, issues and technologies. We have developed a resource to provide these (www.responsible-innovation.org.uk) but this is only a starting point. Below we identify issues that are crucial to the successful adoption of our framework.

Firstly, embedding RRI activities needs to be perceived by researchers as something that is achievable. Our interviews revealed a number of ways researchers found the idea of implementing RRI to be forbidding, for example, researchers were daunted about anticipating the outcomes of research. But despite actual futures always being unknowable, it is entirely feasible to identify and consider possible futures that may flow from research and innovation. Anticipation becomes significantly less mysterious when realistically scoped and grounded in concrete practices. Implementing RRI is about finding ways to instantiate concrete achievable practices and not about unattainable ideals of ‘perfect’ foresight or ‘risk-free’ innovation.

In addition an integrated approach is needed for successful adoption of the framework. RRI has to be sensitive to the relationships between individual researchers and the hierarchies and organisational structures within which they are situated. Responsibilities need to be appropriately divided and apportioned across the entire ecology of organisations that together deliver research and innovation [Grimpe et al 2013]. Taking RRI seriously as a strategic concern would permit practices of anticipation, reflection, and engagement to occur in the formation of new research programmes by funding councils, and in the final stages of commercialisation at the academic / commercial interfaces. In between these poles it would recognise the role of funding councils, professional bodies and others in sustaining RRI practices within research teams by providing appropriate support, services and guidance. 

There is evidence that these developments are under way. Awareness of RRI is starting to develop in academia and industry. There are many good reasons for this. Maybe the best one and a good conclusion for this paper is that RRI, while largely conceived as a risk management approach has a much more positive aspect to it. By incorporating active considerations of the future, engaging with stakeholders, reflecting on process, product and purpose and putting people at the centre of research and innovation, RRI can provide inspiration and be a unique source of innovation and creativity.
References

Azuma, R. Baillot Y., Behringer, R. Feiner, S. Julier, S. and MacIntyre, B.. Recent Advanced in Augmented Reality.  IEEE Computer Graphics and Applications, vol. 21, 6, pp.  34-47, 2001.

Doherty, N. F., Coombs, C. R., & Loan-Clarke, J. (2006). A re-conceptualization of the interpretive flexibility of information technologies: redressing the balance between the social and the technical. European Journal of Information Systems, 15(6), 569 – 582.

Eden, G., Jirotka, M., Stahl, B. Responsible Research and Innovation: Critical reflection into the potential social consequences of ICT. Research Challenges in Information Science (RCIS), 2013 Seventh International Conference, Paris, France. doi: 10.1109/RCIS.2013.6577706.

Ehn, P. Work-Oriented Design of Computer Artifacts. Lawrence Erlbaum Associates, 1990.

Floridi, L. (Ed.), 2010. The Cambridge Handbook of Information and Computer Ethics. Cambridge University Press.

Friedman, B., and Kahn, P. H. Human values, ethics, and design. In J. A. Jacko and A. Sears (eds.), The Human-Computer Interaction Handbook, Mahwah Erlbaum (2003), 1177-1201. 

Gotternbarn, D., 2009. ICT Governance and what to do about the toothless tiger(s): professional organizations and codes of ethics.  Australasian Journal of Information Systems 16, (1), 165-184.

Grieger ... 2012

Grimpe, B., Hartswood, M., & Jirotka, M. (2014, April). Towards a closer dialogue between policy and practice: responsible design in HCI. In Proceedings of the 32nd annual ACM conference on Human factors in computing systems (pp. 2965-2974). ACM.


Grunwald, A. Converging technologies: Visions, increased contingencies of the conditio humana, and search for orientation. Futures, vol 39, 4, pp. 380–392, 2007.

Heeks, R., 2008. ICT4D 2.0: The Next Phase of Applying ICT for International Development. Computer 41, 26–33. doi:10.1109/MC.2008.192

Johnson, D.G. (2001). Computer Ethics, 3rd edition. Upper Saddle River, New Jersey: Prentice Hall.

Macnaghten, P.M. and Owen, R. Good Governance for Geoengineering. Nature, vol. 479, p. 293, 2011.

Miller, J. BBC news, “City of London calls halt to smartphone tracking bins,” BBC news website, 2013, [http://www.bbc.co.uk/news/technology-23665490, accessed 23 October 2013].

Muller, M.J., Kuhn, S., 1993. Participatory Design. Commun. ACM 36, 24–28. doi:10.1145/153571.255960

Moor, J. (1985)  “What is computer ethics?,” Metaphilosophy, vol. 16, pp. 266-275.

Owen, R., Heintz, M., Bessant, J. (Eds.), 2013. Responsible Innovation. Wiley.

Owen, R. Macnaghten, P. and Stilgoe, J. Responsible research and innovation: From science in society to science for society, with society, Science and Public Policy 39, pp. 751–760, 2012.

Sellen, A. Rogers, Y. Harper, R. and Rodden, T. Reflecting human values in the digital age. Communications of ACM, vol. 52, 3, pp. 58–66, 2009.

Stahl, B.C., Eden, G. and Jirotka, M. Responsible research and innovation in Information and Communication Technology. In Responsible Innovation, R. Owen, J., Bessant, M.  Heintz, Eds. London: Wiley, 2013.

Stahl, B. C. (2013). Responsible research and innovation: The role of privacy in an emerging framework. Science and Public Policy, 40(6), 708–716. doi:10.1093/scipol/sct067

Stilgoe, J. Owen, R. and Macnaghten, P. An Outline Framework for Responsible Innovation: taking care of the future through collective stewardship of science and innovation in the present.  EPSRC Technical Report, 2012.

Stilgoe, J., Owen, R., & Macnaghten, P. (2013). Developing a framework for responsible innovation. Research Policy, 42(9), 1568–1580. doi:10.1016/j.respol.2013.05.008

Tucker, J.B. and Zailnskas, R.A. The Promises and Perils of Synthetic Biology. The New Atlantis, pp. 25-45, 2006. 

Wiener, N. The Human Use of Human Beings. Da Capo Press, 1954.





[bookmark: _GoBack]


8

image1.png
e R R R R R e e e e e e R e S S As sS4

’ Interpretive flexisl 4
4 =z v e prapiemar ]
27 rgingvinarin Logical maleabilty ‘many hands’ <
=t
4 i st o 1
7 nerenceto Sondhn sccountailtyis
heaith,safetyand applied research Convergence aifcutt pz ]
‘environmental risk £ ]
assessmentsmuch  Unknown contextsof Pervasive nature of Projectstransgressing £
lespossbleor  useinfundamantal renasena orpnissionsl 4 1
ety research poundaries z I
= Producs Purpose Peopie 1
| Isthe planned Willthe products be Why should i research | Rave we ncluded 1
i . ol desrabie? be underisken? et
methodology. stskehalders? J
| acceptable? Howsustinable are the 1
| ]
= i rea e | Wharsatecied?
| areussdtorefiect | the consequenceswil controversial?
e
1 =D o Howeoutdyoudots | dmerentyt Prob 1
h Howcouldyoudo . | Whatmigntbethe aiterenty? roblem space 1
aiarenty? potentialuse?
[ Vinat dn't we ko of RRI 1
about?
I inICT 1
h iz 1
Sy
|
How couldyoudo it Sociallyand |
1 P ool 1
e
| [ [ R—— P ——— e — == 1
h SR ||l Bt i 1
keholdar? | skebdas?
\ e y
i P y
P Wowcanyowr | Whatnesdstobedons | Howdows snsurethar | Wnomatters? 4
| researchstructure | to ensure social ‘the implied future is What capacities are v
h e || desirable? requrea v
i Whattrainings | Wnattrainingis Whatrainingis Whatrainingis y, v
requrea e required? requires?
| v
Whatinstructure | Whatinfasructureis | Whatinfstrucureis | Whatinfsrucure [
| sreauired? required? required? sreauired? 7





