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Abstract—In this paper, the bit error rate (BER) performance of a new multiple-input-multiple-output (MIMO) technique, named spatial modulation (SM), is studied under a novel non-stationary wideband high-speed train (HST) channel model in different scenarios. Time-varying parameters obtained from measurement results are used to configure the channel model to make all results more realistic. A novel statistic property called the stationary interval in terms of the space-time correlation function (STCF) is proposed to describe the channel model’s time-varying behavior. The accurate theoretical BER expression of SM systems is derived under the time-varying wideband HST channel model with the non-ideal channel estimation assumption. Simulation results demonstrate that the BER performance of SM systems shows a time-varying behavior due to the non-stationary property of the employed HST channel model. The system performance can maintain a relative stationary status within the specified stationary interval. It can also be observed that the BER performance of SM systems under the HST channel model is mainly affected by the correlation between sub-channels, inter-symbol-interference, Doppler shift, and channel estimation errors.
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I. INTRODUCTION

In recent years, high-speed train (HST) systems with the operating speed of more than 250 km/h have gained significant developments. It was reported that the maximum speed of HSTs can easily reach 500 km/h within the next decade and the passenger number will drastically increase [1]. Consequently, there is a great demand for high data rate and reliable communication services [2], [3]. However, the existing wireless communication systems (including the forth-generation (4G) system) can only support mobile speed of up to 250 km/h. Thus, reliable wireless communication services for future HST systems have been considered as an important issue for the fifth-generation (5G) wireless communication system [4].

Compared with conventional communication systems, the HST wireless communication system suffers more challenges such as larger Doppler shift. Besides, the handover of HST users can happen more frequently, which will result in higher probability of handover failure and connection loss. Also, as cabins of HSTs are usually built with metal like aluminum, there will be huge penetration losses when signals get into cabins [5]. In order to solve these problems, many new cellular architectures such as the distributed antenna system (DAS) [6]–[8] and the mobile relay station (MRS) [9], [10] (or mobile Femtocell [4], [11]) have been investigated. In this paper, the MRS solution with multiple antenna elements are considered as it has been adopted by some widely used standardized wireless channel models such as the WINNER II [12] model and the International Mobile Telecommunications Advanced (IMT-A) model [13] for high mobility scenarios. We consider a downlink system, where signals from a base station (BS) will firstly be received by the MRSs distributed on the surface of HST cabins in order to avoid huge penetration losses. MRS signals will then be passed to access points within cabins through cables and radiate to on-board mobile stations (MSs). MSs will communicate with the MRS rather than with the BS directly, which can significantly improve the link quality due to short distances and the avoidance of penetrate loss.

Besides new cellular architectures, novel physical layer transmit technologies should also be used to improve the service quality of HST wireless communication systems. Among various technologies, a multiple-input-multiple-output (MIMO) technology named the spatial modulation (SM) [14] has attracted lots of research interest in recent years due to its outstanding performance in enhancing spectral efficiency and reducing system complexity [14]–[18]. The basic idea for SM is that antenna indices can be used to carry information, and at each time instant, only one antenna is activated. As only a single antenna is active at each time instant, the inter-channel-interference (ICI) which is treated as a big problem for conventional MIMO technologies, can be completely avoided. SM can significantly reduce the system complexity [14]–[18]. In recent years, there have been fruitful achievements in the research work of SM technologies. For example, the
generalized SM was proposed in [19], [20], which employs a subgroup of antennas to transmit signals and can further improve the system efficiency. SM can also be combined with other MIMO technologies such as the space-time coding. Related research works were reported in [21]–[23]. Beside radio frequency wireless communications, SM has also been used in optical wireless communication systems [24], [25].

In order to design and test communication technologies for HST systems, channel models that can accurately capture the underlying propagation characteristics should be used. Research work for channel measurement and channel modeling on HST scenarios can be found in [12], [13], [26]–[30]. Most of these aforementioned channel models assumed to fulfill the wide-sense stationary (WSS) condition in order to reduce the complexity. However, this assumption is not sufficiently accurate in HST scenarios, as shown by measurement results in [31]. It is therefore necessary to model HST channels with the non-stationary assumption. The first non-stationary regular-shaped geometry-based stochastic model (RS-GBSM) for HST scenarios was proposed in [32], [33], considering the distance between the transmitter (Tx) and the receiver (Rx) as time-varying. In [34], [35], this model was further improved by involving more time-varying parameters such as angles of arrival (AoAs) and angles of departure (AoDs).

The performance of SM so far has only been investigated for some simple fix-to-mobile (F2M) channel models, such as Rayleigh, Rician, and Nakagami models [14]–[16], [36], and a vehicle-to-vehicle (V2V) channel model [37]. However, all of these channel models were WSS narrowband channel models. Therefore, the influence of inter-symbol-interference (ISI) and time-varying channel on the bit error rate (BER) performance of SM systems using the novel non-stationary wideband HST MIMO channel model proposed in [34] with the non-stationary assumption. The first non-stationary channel model is configured using time-varying parameters such as angles of arrival (AoAs) and angles of departure (AoDs).

The remainder of this paper is organized as follows. In Section II, a review of SM systems is given. In Section III, the wideband HST channel model and related important statistical properties including a novel statistic property are described. The theoretical expression of the BER for SM under the non-stationary HST wideband channel model is derived in Section IV. In Section V, simulation results are presented and analyzed. Finally, conclusions are drawn in Section VI.

II. SPATIAL MODULATION SYSTEMS

The detailed idea of SM systems has been introduced in [14]. Let us assume there is a MIMO system using $N_t$ transmit antennas at the Tx and $N_r$ receive antennas at the Rx. The $M$ order quadrature-amplitude modulation (QAM)/phase-shift keying (PSK) modulation scheme is used as the digital modulator. At each time instant, $m = \log_2(N_t) + \log_2(M)$ bits can be transmitted, where $m$ is defined as the spectral efficiency of the SM system in bits/symbol. In this paper, we present the block diagram of the SM system in Fig. 1, where a system using 4 transmit antennas and the QPSK modulation scheme is considered. Let us assume the bit sequence 001 is transmitted, the first two bits 00 are used to select Tx1 as the transmit antenna and carried by the antenna index. The other two bits 01 are mapped to the complex symbol $S_2$ based on the constellation diagram. Then, the symbol is radiated by Tx1 through the channel $H$. At the Rx side, the index of the active transmit antenna and the transmitted symbol $S_2$ are jointly estimated to retrieve the original message [15].

Mathematically, this procedure can be expressed as follows. Let us use $S$ to denote the transmit vector at the Tx side, which is a $N_t \times 1$ vector. At each time instant, there is only one Tx antenna active, thus, only one element in $S$ is non-zero. $S$ can be further expressed as $S = [0, 0, \ldots, S_{0,0}, 0]_{N_t}^T$, where $[.]^T$ denotes transpose operation.

At Rx, the received $N_r \times 1$ vector $y(t)$ can be written as:

$$y(t) = H(t, \tau) \otimes S(t) + n(t),$$

(1)

where $\otimes$ denotes the convolution operation, $n(t)$ is the $N_r \times 1$ complex additive white Gaussian noise (AWGN) vector, with real and imaginary parts both having a double-sided power spectral density equal to $N_0/2$ [14]. In addition, $H(t, \tau)$ is the $N_r \times N_t$ channel matrix, which can be further defined as

$$H(t, \tau) = \begin{bmatrix}
h_{1,1}(t, \tau) & \cdots & h_{1,N_t}(t, \tau) \\
h_{2,1}(t, \tau) & \cdots & h_{2,N_t}(t, \tau) \\
\vdots & \ddots & \vdots \\
h_{N_r,1}(t, \tau) & \cdots & h_{N_r,N_t}(t, \tau)
\end{bmatrix}_p, \quad \tau = \tau_p, \quad q = 1, \ldots, N_r.
$$

(2)

In (2), $h_{q,p}(t, \tau)$ is the channel impulse response between the $p$th Tx and the $q$th Rx. The detailed procedure to generate channel impulse responses will be introduced in Section III.

In our system, we assume that the Tx and Rx have perfect time and frequency synchronization. The Rx will jointly detect
the index of the active transmit antenna and the modulation symbol with the estimated channel matrix \( H_{ext} \). The optimum maximum likelihood (ML) detector proposed in [15] is employed to estimate the transmit antenna index \( \hat{p} \) and the transmitted data symbol \( \hat{s} \) as

\[
[\hat{p}, \hat{k}] = \arg\min_{p,k} \left( \| y - H_{ext} \otimes S_k \|_F^2 \right),
\]

\[ p \in \{1 : N_T\} \text{ and } k \in \{1 : M\}, \tag{3} \]

where \( \| \cdot \|_F \) denotes the Frobenius norm.

III. THE NON-STATIONARY WIDEBAND HST CHANNEL MODEL

In this paper, the HST system is assumed to use MRS to improve the wireless service quality. Thus, the wireless communication link between MSs and the BS is divided into two parts: BS to MRS and MRS to MS. Correspondingly, there are two types of wireless channels existing: the outdoor channel between BS and MRS, the indoor channel between MRS and MS, which are illustrated in Fig. 2. The indoor channel is similar to a conventional indoor scenario, which has already been widely investigated. In this paper, only the outdoor channel will be further studied.

Let us assume a MIMO HST system equips \( N_t \) transmit and \( N_r \) receive antenna elements. The BS is located on the track-side where a minimum distance between the BS and the track denoted as \( D_{min} = 50 \text{ m} \) [12] is considered. The time-varying distance between the BS and MRS is defined as

\[
D_s(t) = \sqrt{D_{min}^2 + D(t)^2},
\]

where \( D(t) \) stands for the projection of \( D_s(t) \) on the railway track plane. Fig. 3 illustrates the abstracted multiple-confocal-ellipses GBSM. These ellipses represents multiple taps of the channel model. For different taps, corresponding propagation cases including direct links represented by line-of-sight (LoS) components, and single reflected signals represented as single-bounced (SB) rays, are considered. In this paper, a \( 2 \times 2 \) MIMO channel model is used as an example as shown in Fig. 3, whose necessary parameters are illustrated in Table I.

Let us assume there are \( N_i \) effective scatterers on the \( i \)th ellipse (meaning the \( i \)th tap), where \( i = 1, 2, \ldots, I \), and \( I \) is the total number of taps. Let \( a_i(t) \) and \( b_{(n)}(t) \) denote the semi-major axis of the \( i \)th ellipse and the \( n_i \)th \((n_i = 1, \ldots, N_i)\) effective scatterer respectively. Based on the geometric relationship, the time-varying semi-minor axis of the \( i \)th ellipse can be expressed as

\[
b_i(t) = \sqrt{a_i^2(t) - f_s^2(t)},
\]

where \( f_s(t) = D_s(t)/2 \) denotes the half distance between the two foci of ellipses. The tilt angles of the BS and MRS antenna arrays are represented by \( \beta_T \) and \( \beta_R \), respectively. The MRS is assumed to move with the speed of \( v_R \) in the direction determined by the angle of motion \( \gamma_R \). The AoA of the wave traveling from an effective scatterer \( s(n) \) to the MRS is denoted by \( \phi_R^{(n)}(t) \). The AoD of the wave that reflected through the effective scatterer \( s(n) \) is denoted by \( \phi_T^{(n)}(t) \), while \( \phi_{LoS}^{(n)}(t) \) is the AoA of a LoS path.

The complex space-time-variant channel impulse response

![Fig. 1. Block diagram of SM system under mobile fading channels.](image1)

![Fig. 2. A HST communication system deploying MRSs [34].](image2)

![Fig. 3. The GBSM for a wideband MIMO HST channel [34].](image3)
represents the link between the pth (p = 1, ..., N_i) element of the Tx, T_p, and the qth (q = 1, ..., N_q) element of the Rx, R_q, can be expressed as $h_{pq}(t, \tau) = \sum_{i=1}^{I} h_{i, pq}(t) d(\tau - \tau_i)$, where $h_{i, pq}(t)$ and $\tau_i$ are the complex space-time-variant coefficients and the propagation delay of the i-th tap, respectively. From the assumption of the above GBSM, only the complex coefficient for the first tap (i=1) of the T_p - R_q link contains the LoS component and SB components, which can be expressed as the superposition of $h_{1, pq}(t, \tau)$ and $h_{1, pq}(t)$

$$h_{1, pq}(t) = h_{LoS}^{1, pq}(t) + h_{SB}^{1, pq}(t)$$

where

$$h_{LoS}^{1, pq}(t) = \sqrt{\frac{K_{pq} \Omega_{1, pq}}{K_{pq} + 1}} e^{-j2\pi f_c \tau_{pq}(t)} e^{j2\pi f_{max} t \cos(\phi_{pq}^R(t) - \gamma_R)}$$

$$h_{SB}^{1, pq}(t) = \sqrt{\frac{\Omega_{1, pq}}{K_{pq} + 1 N_i \rightarrow \infty \sum_{n_i=1}^{N_i} 1}} e^{j(\psi_{n_i} - 2\pi f_c \tau_{pq,n_i}(t))} \times e^{j2\pi f_{max} t \cos(\phi_{pq}^R(t) - \gamma_R)}.$$  

(5a)

(5b)

For other taps (1 < i ≤ I), their complex tap coefficients of the link of T_p - R_q, contains only SB component, which can be expressed as

$$h_{i, pq}(t) = h_{SB}^{i, pq}(t) = \sqrt{\frac{\Omega_{i, pq}}{K_{pq} + 1 N_i \rightarrow \infty \sum_{n_i=1}^{N_i} 1}} e^{j(\psi_{n_i} - 2\pi f_c \tau_{pq,n_i}(t))} \times e^{j2\pi f_{max} t \cos(\phi_{pq}^R(t) - \gamma_R)}, 1 < i \leq I.$$  

(6)

This channel model is designed to represent the non-stationary behaviour of HST scenarios. Thus in (5a), (5b), and (6), time-varying parameters $\tau_{pq}(t)$, $\phi_{pq}^{LoS}(t)$, $\tau_{pq,n_i}(t)$ (i = 1, ..., I), and $\phi_{pq,n_i}^{R}(t)$ are used, which results in non-stationary characteristics of the underlying GBSM.

In (5a), (5b), and (6), $\Omega_{i, pq}$ denotes the mean power for the i-th tap, $\tau_{pq}(t) = \varepsilon_{pq}(t)/c$, and $\tau_{pq,n_i}(t) = (\varepsilon_{pn_i}(t) + \varepsilon_{n_i,q}(t))/c$ are propagation times of the waves travel through the links $T_p - R_q$ and $T_p - s^{(n_i)} - R_q$, respectively, as shown in Fig. 3. Here, c is the speed of light and $K_{pq}$ is the Ricean factor which indicates the ratio of the power of the LoS component over non-LoS components. The phases $\psi_{n_i}$ and $\psi_{n_i}$ are assumed as independent and identically distributed (i.i.d.) random variables with uniform distributions over $[-\pi, \pi)$, and $f_{max}$ is the maximum Doppler shift which is related to the carrier frequency and the speed of HST.

In Fig. 4, the time-varying Doppler shift of the GBSM is presented, where the MRS is assumed to move with the speed of $v_R$ in the direction defined by the angle of motion $\gamma_R$. Further detailed information of calculating all time-varying parameters can be obtained from [33].

In order to make our channel model more accurate and realistic, measurement results (power-delay profile) presented in [28] are used to configure the channel model. In [28], based on measurement results, the authors further classified the HST channel into 5 sub-scenarios in terms of the relative position of the MRS and the BS. In this paper, two typical scenarios are further investigated. They are the Close Area (CA) scenario, which contains the maximum number of taps, and the Closer Area (CEA) scenario, which involves time-varying K-factors. For the CA scenario, $D(t)$ is $[250, 1550]$ m, and $D(t_0) = 800$ m is selected as the initial value, $K_{pq} = 5.9$. For the CEA scenario, $D(t) \in [20, 250]$ m (we select $D(t_0) = 135$ m as the initial value), $K_{pq}$ is time-varying which depends on $D(t)$, and can be expressed as $K_{pq}(t) = -0.0337D(t) + 23.05$, within the range of $[16.31, 22.376]$. For both of these two scenarios, distances between different confocal-ellipses $a_i(t)$ are calculated referring the power-delay profile repetitively.

### Table I

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_p(t)$</td>
<td>distance between the BS and MRS</td>
</tr>
<tr>
<td>$f_c(t)$</td>
<td>half length of the distance between the two foci of ellipses</td>
</tr>
<tr>
<td>$\alpha_i(t)$, $\beta_i(t)$</td>
<td>semi-major axis and semi-minor axis of the i-th ellipse, respectively</td>
</tr>
<tr>
<td>$v_R$, $\gamma_R$</td>
<td>MRS speed and angle of motion, respectively</td>
</tr>
<tr>
<td>$\Delta_x$, $\Delta_y$, $\Delta_z$</td>
<td>antenna element spacings of the BS and MRS</td>
</tr>
<tr>
<td>$\beta_R$, $\beta_R$</td>
<td>tilt angles of the BS and MRS antenna arrays in the x-y plane (relatively to the x-axis), respectively</td>
</tr>
<tr>
<td>$\phi_{pq}^{LoS}(t)$, $\phi_{pq}^{R}(t)$</td>
<td>AoA of the LoS path and AoA of the wave travelling from an effective scatterer $s^{(n)}$ to the MRS</td>
</tr>
<tr>
<td>$\xi$, $\xi_{pq}^{R}(t)$, and $\xi_{pq}^{R}(t)$</td>
<td>distances $d(T_p, MRS)$, $d({BS, s^{(n)}})$, and $d({s^{(n)} }, MRS)$, respectively</td>
</tr>
<tr>
<td>$\varepsilon_{pq}$, $\varepsilon_{n_i}$, $\varepsilon_{n_i,q}$</td>
<td>distances $d(T_p, R_q)$, $d(T_p, s^{(n)}_q)$, and $d(s^{(n)}, R_q)$, respectively</td>
</tr>
</tbody>
</table>

*Fig. 4. The time-varying angular parameters in the HST channel model [34].*
performance of SM systems. The STCF between two arbitrary channel impulse responses \( h_{pq}(t, \tau) \) and \( h_{p'q'}(t, \tau) \) can be defined as:

\[
R_h(t, \Delta x_T, \Delta x_R, \Delta t) = \mathbb{E} \{ h_{pq}(t) h_{p'q'}^*(t - \Delta t) \} \tag{7}
\]

For this wideband MIMO HST channel, since it assumes uncorrelated scattering, there is no correlation between the underlying processes in different taps. Thus, the over-all STCF is determined by the correlation properties of \( h_{pq}(t) \) and \( h_{p'q'}(t) \) in each tap, and expressed as the superposition of STCF of each taps:

\[
R_h(t, \Delta x_T, \Delta x_R, \Delta t) = \sum_{i=1}^{I} \Omega_{i,pq} R_{h_i}(t, \Delta x_T, \Delta x_R, \Delta t) \tag{8}
\]

For the first tap, as it includes both LoS and SB propagation case, its STCF \( R_{h_1} \) should contain both components, which can be expressed as:

\[
R_{h_1}(t, \Delta x_T, \Delta x_R, \Delta t) = \sqrt{\frac{K_{pq} K_{p'q'}}{(K_{pq} + 1)(K_{p'q'} + 1)}} R_{h_{\text{LoS}}}(t, \Delta x_T, \Delta x_R, \Delta t) + \sqrt{\frac{1}{(K_{pq} + 1)(K_{p'q'} + 1)}} R_{h_{\text{SB}}}(t, \Delta x_T, \Delta x_R, \Delta t) \tag{9}
\]

For remaining taps, as they only contain SB components, the STCF \( R_{h_i}(t, \Delta x_T, \Delta x_R, \Delta t) \) is only determined by the STCF of SB component which can be expressed as:

\[
R_{h_i}(t, \Delta x_T, \Delta x_R, \Delta t) = R_{h_{\text{SB}}}(t, \Delta x_T, \Delta x_R, \Delta t), \quad (i = 2...I). \tag{10}
\]

- In the case of the LoS component,

\[
R_{h_{\text{LoS}}}(t, \Delta x_T, \Delta x_R, \Delta t) = e^{j 2 \pi \left[ P^o \cos \beta_T - Q \cos (\phi_{\text{LoS}}^i(t) - \beta_R) \right]} \times e^{j 2 \pi f_{\text{max}} \cos (\phi_{\text{LoS}}^i(t - \Delta \tau) - \gamma_R)} \Delta t \tag{11}
\]

where \( P=(p'-p) \Delta x_T/\lambda \), \( Q=(q'-q) \Delta x_R/\lambda \),

- In the case of the SB component, \( i = 1...I \)

\[
R_{h_{\text{SB}}}(t, \Delta x_T, \Delta x_R, \Delta t) = \frac{1}{2\pi I_0(K_R)} \sqrt{K_{pq} K_{p'q'}} \times \int_{-\pi}^{\pi} e^{j 2 \pi \xi_{TT}(t) (t - \Delta t) - \xi_{RR}(t) (t - \Delta t)} d\xi_R(t) \tag{12}
\]

where \( \xi_{TT}(t, \Delta t) = \xi_T^o (t - \Delta t) - \xi_T^i (t) + \xi_T^e (t - \Delta t) - \xi_T^e(t) \)

B. Stationary interval in terms of STCF

For this HST channel model, its unique characteristic is the non-stationary behavior. As conventional statistical properties are not able to accurately describe this behavior, it is necessary to introduce some new metrics. In [30], a property named the stationary interval was proposed, which was calculated in terms of local region of stationarity to describe the non-stationary characteristic of the HST scenario. In our system, as the BER performance is directly affected by the STCF, we will propose to the stationary interval in terms of the STCF.

This new statistic property is defined as the maximum time duration within which the required similarity of the STCF behavior can be maintained. Mathematically, we can describe the stationary interval as the time duration that makes the auto-correlation function (ACF) of the STCF maintains no less than a given threshold, i.e.,

\[
t_{\text{int}} = \max \{ t_{\text{int}} | \text{ACF}(R_h(t, \Delta x_T, \Delta x_R), R_h(t + t_{\text{int}}, \Delta x_T, \Delta x_R)) \leq C_{\text{threshold}} \} \tag{13}
\]

Here, the ACF of the STCF is expressed as

\[
\text{ACF}(R_h(t, \Delta x_T, \Delta x_R), R_h(t + t_{\text{int}}, \Delta x_T, \Delta x_R)) = \mathbb{E}[R_h(t, \Delta x_T, \Delta x_R) R_h^*(t + t_{\text{int}}, \Delta x_T, \Delta x_R)] \tag{14}
\]

which describes how the STCF is correlated at different time instants with the time interval \( t_{\text{int}} \). In Section V, we will further investigate how this property affects the BER performance of SM systems.

C. Channel estimation error model

In a real communication system, the estimated channel coefficient at the Rx is used to recover the transmitted signal. The estimated channel coefficient always comes with estimation errors. In order to study how estimation errors affect the system performance, accurate error models should be used. Research works regarding estimated error model have been reported in [38] and [39]. However, these error models cannot be directly used in our system as they are only valid to narrowband channels. In this paper, a novel estimation error scheme for the wideband HST channel model is presented. In this model, errors caused by the estimation delay are represented by considering a decline factor and an error vector. As the channel is a wideband one, the final error model is the sum of errors for each tap. The error model is expressed as

\[
H_{\text{est}}(t, \tau_{\text{est}}) = \sum_{i=1}^{I} \rho_i (t + \tau_{\text{est}}) H_i(t) + \sum_{i=1}^{I} \Omega_i (1 - \rho_i (t + \tau_{\text{est}})) \cdot \varepsilon_{\text{est}}. \tag{15}
\]

In (15), \( \rho_i (t + \tau_{\text{est}}) \) is the ACF for the \( i \)th tap of the channel at time \( t \) with the estimation delay \( \tau_{\text{est}} \), which is used as the decline factor, and \( \varepsilon_{\text{est}} \) is the random error vector which is assumed to obey the unit-variance zero-mean complex Gaussian distribution.

IV. Time-varying theoretical BER analysis

By using the union bound method mentioned in [36], [40]-[43], the theoretical average bit error rate (ABER) of SM systems can be calculated. In this paper, the improved upper-bound method presented in [36] is used, which further classifies errors into 3 categories: 1) error only occurs in the
digital modulation part with the probability ABER; 2) error only occurs in spatial modulation part with the probability Spatial ABER and 3) error occurs in both parts with the probability Joint ABER. The overall upper-bound expression of the BER is the combination of these three parts. In this paper, as the channel is time-varying, the theoretical derivation should also consider to be time-varying, which is expressed as:

\[
\text{BER}_{\text{SM}}(t) \leq \text{BER}_{\text{Signal}}(t) + \text{BER}_{\text{Spatial}}(t) + \text{BER}_{\text{Joint}}(t) \tag{16}
\]

\(\text{BER}_{\text{SM}}(t)\) represents the case that at time \(t\) error only occurs in the digital modulation part while the transmit antenna index is correctly detected. It is similar to the single-input-multiple-output (SIMO) case. The BER expression is given by

\[
\text{BER}_{\text{Signal}}(t) = \frac{1}{N_t} \log_2(M) \sum_{n_t=1}^{N_t} \text{AEB}(t, n_t), \tag{17}
\]

and

\[
\text{AEB}(t, n_t) = \frac{1}{M \log_2(M)} N_H (\chi \rightarrow \tilde{\chi}) P(t, \chi \rightarrow \tilde{\chi}). \tag{18}
\]

In (18), \(N_H (\chi \rightarrow \tilde{\chi})\) is the Hamming distance between modulated symbols \(\chi\) and \(\tilde{\chi}\), \(P(t, \chi \rightarrow \tilde{\chi})\) denotes the pairwise error probability (PEP) that the transmitted symbol \(\chi\) is detected as \(\tilde{\chi}\) at time \(t\). In (17) and (18), ABER is determined by the digital modulation scheme. For example, if the M-PSK modulation scheme is used, (18) can be derived offerring [36], [40] as

\[
\text{AEB}(t, n_t) = \frac{1}{M \log_2(M)} \sum_{k=2}^{M-1} \left[ \left( \frac{2}{M} - \frac{k}{2^k} \right) \right] P_t(t, n_t), \tag{19}
\]

where:

\[
P_t(t, n_t) = \frac{1}{2\pi} \int_{0}^{\pi[1-(2l-1)/M]} T_t^-(\theta, n_t, t)d\theta - \frac{1}{2\pi} \int_{0}^{\pi[1-(2l+1)/M]} T_t^+(\theta, n_t, t)d\theta, \tag{20}
\]

and:

\[
T_t^-(\theta, n_t, t) = M_r(2\gamma \frac{\sin^2[\pi(2l-1)/M]}{\sin^2\theta}, t), \tag{21}
\]

\[
T_t^+(\theta, n_t, t) = M_r(2\gamma \frac{\sin^2[\pi(2l+1)/M]}{\sin^2\theta}, t).
\]

In (21), \(\gamma\) is the signal-to-interference-plus-noise ratio (SINR). Under the condition with channel estimation error, the SINR can be defined as:

\[
\gamma = \frac{E_m \cdot \sum_{i=1}^{I} \rho_i(t + \tau_{est}) \Omega_i}{N + I \cdot \sum_{i=1}^{I} \Omega_i (1 - \rho_i(t + \tau_{est}))} \tag{22}
\]

where \(E_m\) is the transmit power, \(N\) is the noise power, \(I\) is the power of ISI, \(M_r(., t)\) is the time-varying moment generation function (MGF) of \(\sum_{n_t=1}^{N_t} ||h_{n_t, n_r, t_{est}}(t)e||^2\), where \(e = \chi - \tilde{\chi}\). The close form expression of \(M_r(., t)\) is

\[
M_r(s, t) = \prod_{i=1}^{N_t} \left( 1 - s\lambda_i(t + \tau_{est}) u_j(t + \tau_{est})^{-1} \right). \tag{23}
\]

In (23), \(\lambda_i(t)\) is the eigenvalue of time-varying Rx correlation indicator matrix \(R_{Rx}(t)\). Similarly, we can define \(R_{Tx}(t)\) as the time-varying correlation indicator matrix of Tx. Considering the this GBSM channel model and referring [44], these two matrices are expressed as

\[
R_{Tx}(p, q) = R_{h\{p, q\}}(t), R_{Rx}(q, p) = R_{h\{q, p\}}(t), \tag{24}
\]

where \(R_{h\{p, q\}}(t)\) is the STCF of the HST channel model at time \(t\), which indicates the correlation between \(h_{p, q}\).

For the case that error only occurs in the spatial modulation part, which is expressed as ABER previously, we can refer to related investigations on space shift keying (SSK) systems, [41], [42]. This part can be expressed as

\[
\text{BER}_{\text{Spatial}}(t) = \frac{1}{M \log_2(N_t)} \sum_{l=1}^{M} \text{AEB}(t, l). \tag{25}
\]

AEB can be further expressed as

\[
\text{AEB}(t, l) = \frac{1}{N_t \log_2(N_t)} \sum_{n_t=1}^{N_t} \sum_{n_t=1}^{N_t} \left[ N_H (n_t \rightarrow \tilde{n}_t) P(t, \kappa_t, n_t \rightarrow \tilde{n}_t) \right], \tag{26}
\]

where \(N_H (n_t \rightarrow \tilde{n}_t)\) is the Hamming distance between antenna indices \(n_t\) and \(\tilde{n}_t\), the PEP that at time \(t\) is represented as \(P(t, \kappa_t, n_t \rightarrow \tilde{n}_t)\), the active antenna \(\tilde{n}_t\) is detected given that \(n_t\) was transmitted with the modulation modulus \(\kappa_t\). If constant modulus modulation schemes such as M-PSK are used, \(\kappa_t\) is a constant value as \(\kappa\) and (25) can be simplified as

\[
\text{BER}_{\text{Spatial}}(t) = \frac{1}{N_t N_t} \sum_{n_t=1}^{N_t} \sum_{n_t=1}^{N_t} \left[ N_H (n_t \rightarrow \tilde{n}_t) \right. \times \frac{1}{\pi} \int_{0}^{\pi/2} M_{n_t, \tilde{n}_t}(\gamma \frac{k^2}{2\sin^2\theta}, t)d\theta \left. \right] \tag{27}
\]

In (27), \(M_{n_t, \tilde{n}_t}(., t)\) is the MGF of \(\sum_{n_t=1}^{N_t} ||h_{n_t, n_r, t_{est}}(t) - h_{\tilde{n}_t, n_r, t_{est}}(t)||^2\), which can be expressed as

\[
M_{n_t, \tilde{n}_t}(s, t) = \prod_{j=1}^{N_t} \prod_{j=1}^{N_t} \left( 1 - s\lambda_j(t + \tau_{est}) u_j(t + \tau_{est})^{-1} \right), \tag{28}
\]

where \(u_j(t)\) is the eigenvalue of receivers correlation indicator matrix \(R_{Rx}\).
In (30), \( M_{n_{tx},n_{tx}}(t) \) is the MGF of
\[
\sum_{n_r=1}^{N_r} |h_{n_{tx},n_{rx},est}(t)\chi - h_{n_{rx},n_{tx},est}(t)\chi|^2,
\] with the expression of
\[
M_{n_{tx},n_{tx}}(s,t) = \prod_{j=1}^{N_t} \prod_{i=1}^{N_r} (1 - s\lambda_i(t + \tau_{est})c u_j(t + \tau_{est}))^{-1},
\] (31)

V. RESULTS AND DISCUSSIONS

In this section, theoretical derivation results and simulation results are presented to evaluate the performance of SM systems under the non-stationary wideband HST channel model.

A. Simulation settings

In this paper, all the BER simulation results were obtained using the Monte Carlo simulation method. The BER result was obtained by averaging over 10 simulation runs, with each run transmitting 100000 symbols. The system is assumed to be a 2x2 MIMO LTE system working with 1.4 MHz bandwidth and BPSK modulation scheme. According to [28] and [45], the following key parameters were used to configure all simulations: \( f_c = 2.6 \) GHz and \( v_R = 300 \) km/h with the movement angle \( \gamma_R = 30^\circ \). The corresponding maximum Doppler shift is \( f_{max} = 722 \) Hz.

The initial AoAs \( \mu_R^{(i)}(t_0) \) were selected based on the D2a moving networks scenario in WINNER II channel model [12].

The concentration parameter of the von Mise distribution was chosen as \( k_R^{(i)} = 6 \). The space between two antenna elements of Tx and Rx sides was configured as 0.5\( \lambda \) with tilt angles as \( \beta_R = \beta_T = 60^\circ \). The distance between the BS and the track is defined as \( D_{min} = 50 \) m. For other parameters related to different scenarios, please refer to section III. Please note that in this paper, equalizer was not used in order to purely investigate the effect of the non-stationary wideband HST channel model.

B. Theoretical and simulation results

In Fig. 5, theoretical results of ABER for SM systems under the non-stationary wideband HST channel model in CA scenarios are compared with simulation results. As the theoretical result is the upper bound for the BER performance, it will be higher than the simulation results at low SNR range. The comparison, clearly indicates an excellent agreement of the theoretical derivation with simulation results at the high SNR range. We can conclude the theoretical ABER can offer reasonable accuracy and therefore, it can be used to estimate the BER of SM systems under non-stationary wideband channels. From this figure, we can also observe that the BER performance of the SM system shows the time-varying characteristic. When SNR \( \geq 20 \)dB, the BER performance keeps almost the same even with the increase of SNR, which exhibits a error floor behavior. This is because for wideband channels, the received signal also suffers from ISI besides noise. When the transmit power increases, the ISI increases as well and becomes the key factor affecting the BER performance. This is in line with [22], where it stated when the transmit power turns to a much higher level than the noise, the SINR will approach \( \frac{E_b}{N_0} \) without considering channel estimation error, which will generate an error floor.

In Fig. 6, similar observations can be obtained. Under the CEA scenario, theoretical results can also match simulation results very well even involved the time-varying \( K \) factor. Similar to the CA scenario, at high SNR range, the system’s performance also suffers from the ISI. However, for the CEA scenario, due to the ISI level is lower than the CA scenario,
the SM system can offer better performance than under the CA scenario. The BER performance in the CEA scenario also shows the time-varying characteristic. By comparing with results of the CA scenario, we can find that under the CEA scenario, the time-varying characteristic is much stronger. With the same time change, the BER result of the CEA scenario appears higher change ratio. The reason behind this phenomena is that for the CA scenario, only the distance between the BS and the MRS and AoA are time-varying, but for the CEA scenario, besides these above mentioned parameters, the $K$ factor which has significantly influence on the correlation properties of the channel are time-varying.

In this figure, we also show BER results that when the channel is configured as a stationary stochastic channel model which means all parameters a not time-varying. It can be observed that under the stationary assumption, there is negligible BER changes compared with the non-stationary case. This observation can be proved in Fig. 7 where the STCFs of the channel model is shown. For the CA scenario, the similar results can be obtained. As the CA scenario is more stationary than the CEA scenario even when using time-varying parameters, and also avoid making Fig. 7 messing, we will not repeat the results of the stationary CA condition in this paper.

In Fig. 7, STCFs of the HST channel model under the CA and the CEA scenario are shown. It can support our previous analysis. Firstly, the time-varying behavior of the BER performance can be further explained. From this figure, we can find that the STCF for both scenarios shows time-varying behavior. However, considering together with the BER figures, it can be observed that the CEA scenario exhibits stronger time-varying behavior than the CA scenario due to the influence of time-varying $K$ factor. Secondly, comparing the STCF of the CA and the CEA scenario, we can find that for the CA scenario, its correlation of sub-channels is much lower than that of the CA scenario due to the higher $K$ factor. In principle, the BER performance of the CA scenario should be better than that of the CEA scenario. However, from Fig. 5 and Fig. 6, it is clear the SM system has superior performance under the CEA scenario. That is because under the CA scenario, the SM system suffers stronger ISI than the CEA scenario. From this comparison, we can conclude that the ISI has much stronger effect to the performance of SM system under wideband channel compared with other issues. Thirdly, under the stationary assumption, the STCF is not change with the time $t$, but depend to the time separation $\Delta t$, which will result in the no time-varying BER performance.

In Fig. 8, the stationary interval $t_{int}$ in terms of STCF for the non-stationary HST channel model under both the CA and the CEA scenarios are presented. In this work, the similarity threshold $C_{threshold} = 0.9$ is used. From this figure, it can be observed that the CA scenario has the longer stationary interval than the CEA scenario, which can match our previous observations that the CA scenario is relative more stationary than the CEA scenario.

In Fig. 9 and 10, the BER performance are investigated in term of the stationary interval ($\Delta t = t_{int}=0.0596$ s).
Theoretical, \( t=2\text{s}, \hat{f}_{\text{max}}=722\text{Hz} \)
- Simulation, \( t=2\text{s}, \hat{f}_{\text{max}}=722\text{Hz} \)
- Theoretical, \( t=2\text{s}, \hat{f}_{\text{max}}=360\text{Hz} \)
- Simulation, \( t=2\text{s}, \hat{f}_{\text{max}}=360\text{Hz} \)
- Theoretical, \( t=2\text{s}, \hat{f}_{\text{max}}=240\text{Hz} \)
- Simulation, \( t=2\text{s}, \hat{f}_{\text{max}}=240\text{Hz} \)

VI. CONCLUSIONS

In this paper, we have investigated the BER performance of SM systems under a novel non-stationary wideband HST channel model with different propagation scenarios. Measurement results have been considered which make the channel model more accurate to capture the reality of HST communication scenarios. Accurate theoretical BER expression of SM systems under the non-stationary wideband HST channel model with non-ideal channel estimation has been derived. The influence of different time-varying parameters on the BER performance of SM systems have comprehensively been investigated. Additionally, a novel statistic property called stationary interval has been proposed to be calculated in terms of the STCF in order to accurately capture the non-stationary behavior of the channel. Its impact on the BER performance of SM systems has also been investigated. From theoretical and
simulation results, we can observe that the BER performance of SM systems shows a time-varying behavior due to the non-stationary HST channel model. The BER performance of SM systems under the HST channel model is mainly affected by the correlation between sub-channels, ISI, Doppler shift, and channel estimation errors.

APPENDIX A
DERIVATION OF (27)
For the case that error only occurs in the spatial modulation part, referring to the ML detector algorithm in (3), this error can only occur when \( \|y - h_{n_1,n_2\text{est}}(t)\kappa_l\|_2^2 > \|y - h_{n_1,n_2\text{est}}(t)\kappa_l\|_2^2 \). Thus, \( P(t,\kappa_l,n_2 \rightarrow \tilde{n}_2) \) can be written as

\[
P(t,\kappa_l,n_2 \rightarrow \tilde{n}_2) = P(\|y - h_{n_1,n_2\text{est}}(t)\kappa_l\|_2^2 > \|y - h_{n_1,n_2\text{est}}(t)\kappa_l\|_2^2)
= Q(\gamma_h |h_{n_1,n_2\text{est}}(t)\kappa_l - h_{n_1,n_2\text{est}}(t)\kappa_l|_2^2),
\]
(32)
where \( Q(.) \) is the Q-function. Based on the alternative integral expression of Q-function and MGF-based approach [40], [43], \( P(t,\kappa_l,n_2 \rightarrow \tilde{n}_2) \) can be written as

\[
P(t,\kappa_l,n_2 \rightarrow \tilde{n}_2) = \frac{1}{\pi} \int_0^{\pi/2} M_{n_1,n_2}(\gamma, \kappa_l^2 |2\sin^2(t)|) dt.
\]
(33)
Thus,

\[
\text{ABER}(t) = \frac{1}{M} \log_2(N_l) \sum_{i=1}^{\#M} \sum_{n=1}^{N_l} \left[ N_{H}(n_2 \rightarrow \tilde{n}_2) \frac{1}{\pi} \int_0^{\pi/2} M_{n_1,n_2}(\gamma, \kappa_l^2 |2\sin^2(t)|) dt \right].
\]
(34)
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