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The study of association has been one of the domain subjects for the research of multivariate system, which is also known as relationship detection, correlation analysis or dependency identification for a number of different disciplines like economics, biology, chemistry, image or signal processing, etc. The significant effects of association study indicate that the development and improvement of association measure can directly influence the accuracy and possibility of identifying possible relationships among random variables in multivariate system. This paper aims at seeking novel association measure by combining eigenvalue-based criterion. We conduct a brief review of the well established association measures to date, also the formulation process of the novel method is proposed. Furthermore, the novel association measure is compared with the empirical methods by both simulations and a case of real data. The robust performance of this novel method is proved with consistently significant outcomes achieved on linear relationship as well as the nonlinear patterns, which further indicates valuable potentials on nonlinear relationship detection and association measure on complex systems.
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Nomenclature

BRT: Europe Brent Spot Price.
DisCorr: Distance Correlation.
HoeffD: Hoeffding’s D Test.
MI: Mutual Information.
MIC: Maximal Information Coefficient.
MSSA : Multivariate Singular Spectrum Analysis.

SSA : Singular Spectrum Analysis.

SVD : Singular Value Decomposition.

1. Introduction

Association can be briefly explained as representation of any relationships, or measurement of independency between tested subjects. The studies of association in statistical aspect can be tracked back to over one century ago. As one of the domain subjects in the study of multivariate system, the study of association, or identically named correlation analysis and dependency identification have been developed and applied across subjects on various disciplines, for example, economics [1, 2], social science [3], chemistry [4], biology [5], etc. To date, there are several established association measures with advantages on either linear or nonlinear relationship detection, for instances, Pearson [6], Spearman [7], Kendall [8, 9], Hoeffding’s D [10], Distance Correlation [11], Mutual Information [13] and Maximal Information Coefficient [14]. However, there are still numerous possibilities for further improvements as none of these measures can master significant performances for the detection of all possible relationships in a broad sense.

In this paper, we are seeking to develop a novel association measure that is more sensitive on detecting nonlinear or complex associations without losing the ability on basic linear association detection. The technique adopted is the powerful advanced time series analysis technique — Singular Spectrum Analysis (SSA), which has been applied and proved with promising performances on time series analysis, forecasting, denoising and multivariate analysis across various disciplines [15–19]. As an nonparametric time series analysis technique, SSA has the advantage of assumption free and great sensitivity on nonlinear fluctuation and complex pattern detection. This paper is the first attempt of developing SSA technique on association study from a multivariate system aspect. We adopt the eigenvalue-based distance [16] and propose the concept of mutual association measure by considering eigenvalue-based distance as the criterion for measurement.

In order to evaluate the reliability of this novel association measure, a few well established association measures are summarized and overwhelmingly considered as comparison. The performances of both empirical and novelty proposed association measures are evaluated by comprehensive simulations involving representative linear and nonlinear relationships. Furthermore, one real data case is conducted to evident on the robust performance of the novel mutual association measure in actual application scenario.

In genera, this paper is formed as follows: Sec. 2 provides a brief review of several well established association measures expertising in linear or nonlinear relationship detection respectively; the development and formulation process of the novel mutual association measure together with the brief introductions of adopted technique are summarized in Sec. 3; Sec. 4 concludes the evaluations of both empirical and novel
association measures by simulations; one case of real data application is furthermore conducted and evaluated in Sec. 5; finally the conclusion is summarized in Sec. 6.

2. Brief Review of Empirical Association Measures

Here in this section, we briefly summarize a few empirical association measures that are generally accepted and well established in literatures by classifying them into linear and nonlinear domains as follows.

2.1. Linear correlation

2.1.1. Pearson correlation coefficient

The Pearson correlation coefficient \[ \rho \] has been generally accepted as the most significant and well known measurement index to examine the linear dependency level or correlation relationship between tested variables. The calculation process is easy and it has been applied for the majority of practical implementations in terms of association study. The Pearson correlation coefficient, \( \rho \), between two random variables \( X \) and \( Y \) each containing \( n \) observations is defined as:

\[
\rho = \frac{\text{Cov}(X,Y)}{\sigma_X \sigma_Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y},
\]

where \( E \) is the expected value operator, \( \mu_X, \sigma_X \) and \( \mu_Y, \sigma_Y \) are expected value and standard deviation of random variables \( X \) and \( Y \), respectively.

Consequently, under null hypothesis circumstance, the Pearson correlation coefficient \( \rho \) computed by the formula above follows the \( t \)-distribution with degree of freedom of \( n - 2 \). The \( t \) statistic is calculated by:

\[
t = \frac{\rho(X,Y)\sqrt{n-2}}{\sqrt{1-\rho^2(X,Y)}},
\]

Pearson correlation coefficient \( \rho \) satisfies \(-1 \leq \rho \leq 1 \) with the special cases of perfect linear dependence that equals to \(-1 \) or \(1\). It measures the direction and the dependence level between two tested variables in a linear domain. However, if two variables cannot be identified correlation by Pearson correlation, we cannot deny the possibility that they are associated in a nonlinear domain.

2.1.2. Spearman rank correlation

Spearman rank correlation \[ \text{7} \] is another well accepted measure of dependency level between two variables. It is a nonparametric test and used ranked values to evaluate the association level based on the underlying assumption of a monotonic relationship. The monotonic relationship assumption is the major difference comparing to Pearson correlation, which is built on satisfying the much restrictive linear relationship. Therefore, assume that two variables \( X_i \) and \( Y_i \) are the original variables
expecting to be evaluated, where \( i \) is the paired score and \( i \in [1, n] \) as \( n \) is the number of observations for each variable. In addition, \( x_i \) and \( y_i \) are their corresponding ranked values. As a reminder, the Spearman rank correlation \( s \) is calculated by the formula listed below:

\[
s = 1 - \frac{6 \sum (x_i - y_i)^2}{n(n^2 - 1)},
\]

where \( n \) is the number observations.

Therefore, under the null hypothesis circumstance, the Spearman correlation coefficient can be estimated by the \( t \)-distribution with degree of freedom of \( n - 2 \). The \( t \) statistics is then calculated by:

\[
t = \frac{s \sqrt{n - 2}}{\sqrt{1 - s^2}}.
\]

The Spearman correlation coefficient has the values that satisfy \(-1 \leq s \leq 1\), where values \(-1\) and 1 refer to perfect monotonic relationship, whilst \( s = 0 \) indicates monotonically independent random variables. It has been a significant improvement that the Spearman rank correlation coefficient extend the restriction of linearity to monotonic relationship. However, the results of “independent” tendency still cannot reject the possibility of nonlinear association.

2.1.3. Kendall \( \tau \) rank correlation coefficient

Kendall correlation is proposed in [8] as an updated version of rank correlation measure. It considered the possible differences of ranking orders corresponding to random observers and developed the index \( \tau \) to represent the new rank correlation coefficient as below by following [8]:

\[
\tau = \frac{\text{actual score}}{\text{maximum possible score}},
\]

where, in terms of \( n \) observations, the \text{actual score} is the number of different pairs between these two ordered sets, called the symmetric difference distance [9].

Therefore, the \text{maximum possible score} can be calculated by

\[
\text{maximum possible score} = (n - 1) + (n - 2) + \cdots + 1 = \frac{n(n - 1)}{2}.
\]

As an alternative rank correlation measure comparing to Spearman rank correlation, the Kendall rank correlation can also detect possible monotonic relationships. As the standard deviation of \( \tau \) can be computed by \( \sigma_\tau = \frac{1}{\sqrt{2n(n+1)(n+3)}} \), therefore, the null hypothesis test process of obtaining significant test statistics is introduced below by following [9]:

\[
Z_\tau = \frac{\tau}{\sigma_\tau},
\]

where \( Z_\tau \) is a normal distributed statistics, also satisfies mean of 0 and standard deviation of 1.


2.2. Nonlinear association

2.2.1. Hoeffding’s D test

Hoeffding’s D test is another nonparametric test of independence between two random variables proposed and named after Hoeffding [10]. The major difference between Hoeffding’s D test and classical linear association methods like Pearson and Spearman is that it can detect some level of nonlinearity. It is based on ranked value similar as Spearman, however, the difference is that it measures the joint ranked values of two examined variables together.

As a reminder, assume two random variables \(X\) and \(Y\) with \(n\) observations each, in which \(x_i\) and \(y_i\) have the ranks representing as \(RX_i\) and \(RY_i\) respectively \((i \in (1, n])\). Additionally, \(Q_i\) refers to the number of points with both \(x\) and \(y\) values less than their corresponding \(i\)th point. Therefore, \(Q_i = \sum_{j=1}^{n} \phi(x_j, x_i)\phi(y_j, y_i)\) and the Hoeffding’s D statistic can be calculated as the formula listed below:

\[
D = \frac{A - 2(n - 2)B + (n - 2)(n - 3)C}{n(n - 1)(n - 2)(n - 3)(n - 4)},
\]

in which by setting as follows:

\[
A = \sum_{i=1}^{n} (RX_i - 1)(RX_i - 2)(RY_i - 1)(RY_i - 2),\]

\[
B = \sum_{i=1}^{n} (RX_i - 2)(RY_i - 2)Q_i,\]

\[
C = \sum_{i=1}^{n} Q_i(Q_i - 1).
\]

2.2.2. Distance correlation

Distance correlation is proposed in [11] as a new measure of dependence between random vectors, which also claimed to be designed for detecting nonlinearity. It adopted the empirical concept of Euclidian distance together with sample moments. It is stated in [20] that it is easy to calculate and can be apply to sample sizes \(n \geq 2\) without restrictions on matrix inversion or estimation of parameters.

Assume two random variables \(X\) and \(Y\) with \(n\) observations each, for which the pairwise Euclidean distances \(a_{ij}\) and \(b_{ij}\) (where \(i, j = 1, \ldots, n\)) can be calculated by:

\[
a_{ij} = |x_i - x_j|, \quad b_{ij} = |y_i - y_j|.
\]

Therefore, transformed distance matrices \(A_{ij}\) and \(B_{ij}\) can be defined by:

\[
A_{ij} = a_{ij} - \frac{1}{n} \sum_{i=1}^{n} a_{ij} - \frac{1}{n} \sum_{j=1}^{n} a_{ij} + \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij},
\]

\[
B_{ij} = b_{ij} - \frac{1}{n} \sum_{i=1}^{n} b_{ij} - \frac{1}{n} \sum_{j=1}^{n} b_{ij} + \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{ij}.
\]
Then the distance covariance can be calculated by following

$$V_{xy}^2 = \frac{1}{n^2} \sum_{i,j=1}^{n} A_{ij} B_{ij}, \quad (12)$$

and the distance correlation can be computed by

$$R^2 = \frac{V_{xy}^2}{V_x V_y}, \quad (13)$$

which satisfies $0 \leq R \leq 1$ and is employed to measure the dependency between $X$ and $Y$.

2.2.3. Mutual information

According to [12], the mutual information are applied to measure the information that two tested variables share with each other, or the same concept that to measure how much knowing one of these variables reduces our uncertainty about the other. The mutual information can be expressed as the following formula in accordance with [12]:

$$I(X;Y) = H(X) - H(X \mid Y) = H(Y) - H(Y \mid X) = H(X) + H(Y) - H(X,Y). \quad (14)$$

where $H(X)$ and $H(Y)$ are the marginal entropies, $H(X \mid Y)$ and $H(Y \mid X)$ are the conditional entropies, and $H(X,Y)$ is the joint entropy of $X$ and $Y$. The mutual information defined above takes a value between 0 and infinity, $0 \leq I(X,Y) \leq +\infty$, which makes the comparisons difficult between different samples [12]. In this context, [13] among others, defined and used a standard measure for the mutual information:

$$\lambda = (1 - \exp(-2I(X,Y)))^{\frac{1}{2}}. \quad (15)$$

Note that $\lambda$ captures the overall dependence, both linear and nonlinear, between $X$ and $Y$.

Additionally, in terms of the mutual information of two continuous random variables $X$ and $Y$, it is defined as below [12]:

$$I(X;Y) = \int_{X} \int_{Y} P(x,y) \log \left( \frac{P(x,y)}{P(x)P(y)} \right) dy \, dx, \quad (16)$$

where $P(x,y)$ is the joint probability distribution function of $X$ and $Y$, and $P(x)$ and $P(y)$ are the marginal probability distribution functions of $X$ and $Y$, respectively.

2.2.4. Maximal information coefficient

According to [14], Maximal Information Coefficient (MIC) is a recently proposed measure of association based on the mutual information which measures that if
a relationship between two random variables exists, a grid can be drawn on the scatter plot of the two variables for partitioning the data points and encapsulating this relationship. The details of definition and calculation of MIC are listed as follows, which we mainly follow [14].

Specifically, for a given finite set \( C \) of ordered pairs, the \( x \) and \( y \) values of \( C \) are partitioned into \( x \) and \( y \) bins respectively, which is defined as an \( x - by - y \) grid. As \( C|G \) refers to the distribution induced by the points in \( C \) on the cells of \( G \), the mutual information of \( C|G \) can be expressed as \( I(C|G) \). Therefore, the MIC of a set \( C \) of two variables \( X \) and \( Y \) with \( n \) observations each can be computed by:

\[
\text{MIC}(X,Y) = \max_{|X||Y| < B} \frac{\max I(C|G)}{\log(\min(|X||Y|))},
\]

where \( |X| \) and \( |Y| \) are the number of bins for each variable respectively, and default setting of \( B = n^{0.6} \) provides the upper bound of the size of the grids. The MIC measure of association will result in a coefficient in the range of \([0, 1]\), which plays better criterion of association cooperation than mutual information.

3. Novel Mutual Association Measure

In this following section, we briefly introduce the adopted advanced techniques and propose a new mutual association measure built on the eigenvalue-based distance with detailed formulation process.

3.1. Singular value decomposition

Singular Value Decomposition (SVD) is closely related to the Singular Spectrum Analysis (SSA), which is a relatively new, powerful and applicable technique known for both time series analysis and forecasting by wide applications on a range of different fields [12, 15–19]. The SSA technique is performed in two stages, which are known as decomposition and reconstruction. SVD is one of the two significant steps of decomposition after embedding.

The SVD technique adopted in this paper is specifically based on the multivariate extension of SSA (MSSA), where the detailed descriptions of MSSA steps and implementations can be found in [17, 19, 21]. Note that the structures of constructing Hankel matrix containing multiple variables differ by either horizontal or vertical forms. Here in this paper, the following formulation steps of SVD are provided in terms of the vertical form scenario.\(^a\)

Consider \( M \) time series with different series length \( N_i : Y^{(i)}_{N_i} = (y^{(i)}_1, \ldots, y^{(i)}_{N_i}) \) \((i = 1, \ldots, M)\). In this case, the standard univariate form can be acquired by setting \( M = 1 \). Firstly, we transfer a one-dimensional time series \( Y^{(i)}_{N_i} \) in to a multidimensional matrix \([X^{(i)}_1, \ldots, X^{(i)}_{N_i}]\) with vectors \( X^{(i)}_j \) that equals to \((y^{(i)}_1, \ldots, y^{(i)}_{N_i})\).

\(^a\)Note that the horizontal form formulation process are not reproduced here, which can be find with details in [21].
$y_j^{(i)} \in \mathbb{R}^{L_i}$, where $L_i (2 \leq L_i \leq N_i/2)$ is the window length for each series with length $N_i$ and $K_i = N_i - L_i + 1$. We can then get the trajectory matrix $X^{(i)} = [X_1^{(i)}, \ldots, X_{K_i}^{(i)}] = (x_{mn})_{m,n=1}^{L_i,K_i}$ after this step. The above procedure for each series separately provides $M$ different $L_i \times K_i$ trajectory matrices $X^{(i)} (i = 1, \ldots, M)$.

To construct a block Hankel matrix in the vertical form we need to have $K_1 = \cdots = K_M = K$. Accordingly, this version enables us to have various window length $L_i$ and different series length $N_i$, but similar $K_i$ for all series. The result of this step is the following block Hankel trajectory matrix:

$$X_V = \begin{bmatrix} X^{(1)} \\ \vdots \\ X^{(M)} \end{bmatrix}.$$ 

Note that $X_V$ indicates that the output of the first step is a block Hankel trajectory matrix formed in a vertical form.

Then, the SVD of $X_V$ is performed in the following step. Denote $\lambda_{V_1}, \ldots, \lambda_{V_{L_{\text{sum}}}}$ as the eigenvalues of $X_V X_V^T$, arranged in decreasing order ($\lambda_{V_1} \geq \cdots \geq \lambda_{V_{L_{\text{sum}}}} \geq 0$) and $U_{V_1}, \ldots, U_{V_{L_{\text{sum}}}}$ the corresponding eigenvectors, where $L_{\text{sum}} = \sum_{i=1}^{M} L_i$. Note also that the structure of the matrix $X_V X_V^T$ is as follows:

$$X_V X_V^T = \begin{bmatrix} X^{(1)} X^{(1)T} & X^{(1)} X^{(2)T} & \cdots & X^{(1)} X^{(M)T} \\ X^{(2)} X^{(1)T} & X^{(2)} X^{(2)T} & \cdots & X^{(2)} X^{(M)T} \\ \vdots & \vdots & \ddots & \vdots \\ X^{(M)} X^{(1)T} & X^{(M)} X^{(2)T} & \cdots & X^{(M)} X^{(M)T} \end{bmatrix}.$$ 

The structure of the matrix $X_V X_V^T$ is similar to the variance-covariance matrix in the classical multivariate statistical analysis literature. The matrix $X^{(i)} X^{(i)T}$ for the series $Y^{(i)}_{N_i}$, appears along the main diagonal and the products of two Hankel matrices $X^{(i)} X^{(j)T} (i \neq j)$, which are related to the series $Y^{(i)}_{N_i}$ and $Y^{(j)}_{N_j}$, appears in the off-diagonal. The SVD of $X_V$ can be written as $X_V = X_{V_1} + \cdots + X_{V_{L_{\text{sum}}}}$, where $X_{V_i} = \sqrt{\lambda_{V_i}} U_{V_i} V_{V_i}^T$ and $V_{V_i} = X_V^T U_{V_i}/\sqrt{\lambda_{V_i}} (X_{V_i} = 0$ if $\lambda_{V_i} = 0$).

### 3.2. Eigenvalue-based distance and novel mutual association measure

Eigenvalue-based approach is combined with image processing in [16] by considering digital image as matrix of grey level or color values. In which, the authors proposed the relatively new method for image denoising by combining MSSA technique and modified Frobenius distance formula based on eigenvalues. One of their significant research outcomes we adopt here is the concept of eigenvalue-based distances between images. The eigenvalue-based distance for image processing proved with promising performances in image denoising and can be widely applied for face
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recognition and verification as another competitive approach [16]. The theoretical formula of eigenvalue-based distance is listed below accordingly, which we mainly follows [16].

Briefly, the eigenvalue-based distance introduced by [16] is built on the trajectory matrices of the images and their SVD expansions. Assume that we have two trajectory matrices $X^{(1)}$ and $X^{(2)}$ of size $g \times q$, which are associate with two corresponding images $I^{(1)}$ and $I^{(2)}$ of the same size $h \times w$. In order to compare with uniform standard, these two matrices are firstly normalized by the formulation process below:

$$Y_1 = \frac{X^{(1)}}{\sqrt{\text{tr}(X^{(1)}(X^{(1)})^T)}}$$

$$Y_2 = \frac{X^{(2)}}{\sqrt{\text{tr}(X^{(2)}(X^{(2)})^T)}}. \quad (18)$$

Then the corresponding eigenvalues of matrices $Y_1 Y_1^T$ and $Y_2 Y_2^T$ (where both of them are nonnegative definite) can be obtained by SVD, which we use $\lambda_1 \geq \cdots \geq \lambda_g$ and $\mu_1 \geq \cdots \geq \mu_g$ to represent respectively. Note that $\text{tr}(Y_1 Y_1^T) = \text{tr}(Y_2 Y_2^T) = 1$, consequently, for all $i$, $\sum_{i=1}^g \lambda_i = \sum_{i=1}^g \mu_i = 1$ and corresponding eigenvalues satisfy $\lambda_i \geq 0, \mu_i \geq 0$.

A joint trajectory matrix based on $Y = \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix}$ is created to analyze two images simultaneously by:

$$Y Y^T = \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix} \begin{pmatrix} Y_1 & Y_2 \\ Y_1^T & Y_2^T \end{pmatrix}. \quad (19)$$

Consequently, the eigenvalues of the joint trajectory matrix above can be donated as $\nu_1 \geq \cdots \geq \nu_{2g} \geq 0$, where $\nu$ satisfy $\sum_{i=1}^{2g} \nu_i = 2$ in accordance of $\text{tr}(Y Y^T) = \text{tr}(Y_1 Y_1^T) + \text{tr}(Y_2 Y_2^T) = 2$.

As [22] proved that for any matrix of joint form like $Y Y^T$, there exists the following relationship between corresponding eigenvalues for any positive integer $k$:

$$\sum_{j=1}^k \lambda_j + \sum_{j=1}^k \mu_j \geq \sum_{j=1}^k \nu_j. \quad (20)$$

By defining the cumulative distribution function on the integers $\{1, \ldots, g\}$ or $\{1, \ldots, 2g\}$ respectively, we therefore have

$$F_1(t) = \sum_{j=1}^t \lambda_j, \quad F_2(t) = \sum_{j=1}^t \mu_j, \quad F(t) = \frac{1}{2} \sum_{j=1}^t \nu_j \quad (21)$$

which indicate the inequality $F_1(t) + F_2(t) - 2F(t) \geq 0$ for all $t \geq 0$. Finally the distance based on eigenvalue can be formulated as:

$$G(t) = F_1(t) + F_2(t) - 2F(t). \quad (22)$$
More specifically, the natural definition of the eigenvalue-based distance between two images \( I^{(1)} \) and \( I^{(2)} \) can be expressed by:

\[
d_1(I^{(1)}, I^{(2)}) = \int_0^k G(t)dt = \sum_{j=1}^{k} (\lambda_j + \mu_j - \nu_j).
\] (23)

The new mutual association measure is then obtained based on the fundamental concept of eigenvalue-based distance. Assume we have two random series \( X \) and \( Y \), which have the same number of observations \( n \). First step, these two random series \( X \) and \( Y \) are transformed into two dimensional trajectory matrices \( M_X \) and \( M_Y \) by multiplying their transpose series respectively, which can be expressed as:

\[
M_X = XX^T \\
M_Y = YY^T.
\] (24)

Considering the concept is built on the relationships between eigenvalues, those two trajectory matrices are normalized before further formulation, which followed the normalization algorithm below:

\[
NM_X = M_X / \sqrt{tr(M_X M_X^T)} \\
NM_Y = M_Y / \sqrt{tr(M_Y M_Y^T)}.
\] (25)

Therefore, the joint matrix \( NM \) is created by combining \( NM_X \) and \( NM_Y \):

\[
NM = \begin{pmatrix}
NM_X \\
NM_Y
\end{pmatrix},
\] (26)

Note that in terms of forming this joint matrix, horizontally and vertically formed structures do not have difference for the next step of transforming to trajectory matrices as they will show symmetric feature and provide identical eigenvalues.

The joint matrix \( NM \) then get transformed into trajectory matrix by multiplying its transpose matrix:

\[
TM = NM \cdot NM^T,
\] (27)

where we use \( \xi_1 \geq \xi_2 \geq \cdots \geq \xi_n \geq 0 \) to donate the corresponding eigenvalues of \( TM \).

In fact by combining the two random series \( X \) and \( Y \), the final joint trajectory matrix will provide two significant eigenvalues \( \xi_1 \) and \( \xi_2 \), which are the first two in order. The identical (or closely associated) features will be able to presented by the first eigenvalue \( \xi_1 \) without any information left. In other words, the second eigenvalue \( \xi_2 \) indicates the information of “distance” between these two series, which also represents the not associated information between these two series. More specifically, if the two random series are identical, the eigenvalues of the joint matrix \( TM \) will show \( \xi_1 = 2 \) and \( \xi_2 = \cdots = \xi_n = 0 \). Additionally, on the contrary of the
perfectly identical scenario, meaning if these two series are not associated at all, the corresponding \( \xi_1 \) and \( \xi_2 \) of \( \text{TM} \) will be both extremely close or equal to 1.

In summary, we donate \( \varphi(X, Y) \) as the mutual association index between two random variables \( X \) and \( Y \). The definition formula of \( \varphi(X, Y) \) is written accordingly as

$$
\varphi(X, Y) = 1 - \xi_2, \quad (28)
$$

in which \( \varphi(X, Y) \) satisfies \( 0 \leq \varphi(X, Y) \leq 1 \). Specifically, \( \varphi(X, Y) = 1 \) indicates \( X \) and \( Y \) are most significantly associated (identical); \( \varphi(X, Y) = 0 \) refers that there is almost no association between \( X \) and \( Y \).

4. Evaluation of Simulations

The performances of both empirical and newly proposed association measures are summarized below by simulations, in which we simulate different representative linear and nonlinear relationships or patterns for investigation and comparison. For each specific relationship (linear or nonlinear), we generate group of series with 200 number of observations for each specific population correlation values and repeat this process 1000 times. All statistics results are summarized and listed for comparison in Table 1, where 2.5% and 97.5% quartile, mean and standard deviation of test statistics from corresponding simulations are provided. Note that all simulations are obtained by R program with corresponding packages, in which representative nonlinear patterns are adopted by referring to the codes in [23].

According to the results in Table 1 by simulations of representative groups of series, the results we obtained are in line with those previous literatures of [14, 24]. In more details, Pearson and Spearman coefficients work properly on simulated linear group as usual with promising results and small standard deviation, while it is noticed that the standard deviation of both Pearson and Spearman correlation coefficients slightly increase when the population correlation coefficients converge to 0; Kendall coefficient provides coefficients with higher variations comparing to corresponding populations and the standard deviations are higher than both Spearman and Pearson with the same slight increasing trend as population coefficients converging to 0; in terms of the simulated nonlinear groups, all three linear measures cannot pick up any relationships, which provide coefficients equal or very close to 0.

In terms of the empirical nonlinear association measures, Hoeffding’s D test, mutual information and MIC cannot provide proper association indices for simulated linear groups comparing to other measures, whilst Distance Correlation is the only one can possibly measure the association by providing relatively closer indices if we take no account of the direction of correlation. These results also confirm the findings in [24] that the Hoeffding’s D and MIC appeared to get more differences away from the defined level of population whilst the Distance Correlation got much less. We also notice that for Hoeffding’s D test, mutual information and MIC, conversely, their standard deviations show tendency of slight decreasing when...
Table 1. Evaluations of association measures by simulated groups of series.

<table>
<thead>
<tr>
<th>Population</th>
<th>New Approach</th>
<th>Pearson</th>
<th>Spearman</th>
<th>Kendall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5% Mean 97.5% St.D</td>
<td>2.5% Mean 97.5% St.D</td>
<td>2.5% Mean 97.5% St.D</td>
<td>2.5% Mean 97.5% St.D</td>
</tr>
<tr>
<td>Linear</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>-0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
</tr>
<tr>
<td>Non-linear</td>
<td>wave</td>
<td>0.01</td>
<td>0.07</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>trapezoid</td>
<td>0.52</td>
<td>0.63</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>diamond</td>
<td>0.01</td>
<td>0.05</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>quadratic</td>
<td>0.01</td>
<td>0.12</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>cross</td>
<td>0.01</td>
<td>0.12</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>circle</td>
<td>0.01</td>
<td>0.08</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>cluster</td>
<td>0.01</td>
<td>0.04</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>Hoeffding's D Test</td>
<td>0.23</td>
<td>0.26</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>Distance Correlation</td>
<td>0.33</td>
<td>0.40</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Mutual Information</td>
<td>0.51</td>
<td>0.55</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>MIC</td>
<td>0.73</td>
<td>0.76</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>wave</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>trapezoid</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>diamond</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>quadratic</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>cross</td>
<td>0.04</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>circle</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>cluster</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
the population correlation coefficients converge to 0, which may indicate that these association measures do detect some level of linear relationship, while the consistency and accuracy level are not stable as the other measures. Regarding the results of simulated nonlinear groups: Hoeffding’s D test shows very limited capacity of detecting any possible relationships; Distance Correlation is relatively more sensitive on nonlinear patterns; mutual information and MIC detect different levels of association for different linear patterns, in which, mutual information shows relatively significant estimates for quadratic and cross patterns, additionally, due to its algorithm of discrediting data for calculation, it give same value for the cluster pattern, whilst MIC gives significant estimates for wave and provides relatively significant indices for quadratic, cross and circle patterns.

Considering the performance of this novel mutual association measure by eigenvalue-based criterion, it is worth to be noted that for the simulated linear group, the mutual association measure by eigenvalue-based distance achieve solid and consistent indices, which are precisely identical to the absolute values of corresponding generated population correlation coefficients. As a mutual association measure built on the eigenvalue-based distance, the brief concept of this measure is identifying the information shifted to the second eigenvalue of a matrix formed by a multivariate system. Therefore, the mutual association it can detect do not consider the direction of effect. Actually, in general, the direction of effect can easily be noticed by a simple time series diagram. Comparing to the other widely accepted association measures, only mutual association measure by eigenvalue-based distance provides almost permanently stable results for 1000 times of simulations.

Regarding the performance of mutual association on nonlinear patterns, it is noticed that only trapezoid pattern can be detected with relatively significant statistics. It cannot provide more significant evidences for other nonlinear patterns, whilst considering the other empirical linear association measures, the novel mutual association measure is slightly more sensitive than Hoeffding’s D Test, with fairly less significant results for quadratic and cross. Moreover, in terms of the trapezoid pattern, it has not been significantly detected by any other listed measures.

In general, according to the evaluations of all listed association measures, there is no measure that can well perform for detecting both linear and nonlinear relationships with also relatively accurate estimates. The highlight point for novel mutual association measure is that it shows consistent and precise estimates for all linear simulations with 0 variation, and it can detect the trapezoid pattern with significant estimates that all previously listed measure could not achieve.

5. Performances in Real Data of Oil Price and Tourist Arrivals

Considering the complexity of real data and the restricted nonlinear relationships simulations can offer for evaluation, here in this section we considered one case of real data for further investigation and comparison. Note that all preconditions of each measure are satisfied respectively. It is also worth to be highlighted that we
are not making any assumptions or models on data that are undertaking tests as the aim of this paper is proposing a novel association measure and evaluating the performances by comparing to empirical linear and nonlinear association measures from the statistical data analysis point of view.

The data used are at monthly frequency covering the period from January 1996 to December 2015 of UK. In terms of the data, UK tourist arrivals were obtained from the Eurostat. Data of Europe Brent Spot Price (BRT) in the unit of dollars per barrel is obtained from the EIA [29]. Figure 1 shows the time series plot of the monthly oil prices, whilst, Fig. 2 presents the time series plots of the monthly tourist arrivals. It can be observed that the tourist arrivals for UK clearly shows significant feature of cycle with possible existing trend.

The emerging concerns of oil price and its impacts on diverse aspects of economy have been studies by numerous researchers recent decades with well established scientific literatures [27]. Among which, the relationship between oil price and tourism has drawn significant attentions. A critical review of the studies of tourism and oil can be found in [28] for reference. Table 2 summarizes the results of both empirical and novel association measures adopted. It is observed that the empirical methods cannot possibly detect any association whilst the novel measure achieves significant evidences.

More specifically, the results are very similar between the coefficients of Pearson and Spearman, which both show relatively low levels of association less than 0.3. Kendall correlation, Distance Correlation and MIC reflect similar levels of significance, whilst Hoeffding’s D Test has the lowest level of sensitivity. The novel mutual
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Fig. 2. Monthly tourists arrivals of UK from 1996 to 2015.

Table 2. Comparison of association measures on analyses of oil prices and tourist arrivals in UK.

<table>
<thead>
<tr>
<th>Country</th>
<th>Association Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>New Approach</td>
</tr>
<tr>
<td>UK</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Note: ** indicates the significance of 5%.

association measure, on the other hand, can detect the possible association and provide significant result. The novel mutual association measure greatly outperforms the empirical methods and indicates the significant mutual association between tourist arrivals and oil price with evidences for UK. The initially adopted novel mutual association measure successfully proves the advantage on nonlinear association detection in complex system like oil-tourism studies. It is sensitive enough to confirm the crucial relationship between the tourist arrivals and oil prices by relatively less amount of data to contribute to the study of a complex economy system.

6. Conclusion

Considering the crucial importance of association study in better understanding multivariate systems across various disciplines, this paper aims at proposing a novel mutual association measure by combing the eigenvalue-based technique. The performance of the novel association measure is evaluated with comparisons by
simulations as well as the case of real data. Moreover, the performances achieved are significantly promising and it has to be highlighted that its valuable potentials on nonlinear association studies in complex systems across numerous subjects.

This paper is the first attempt of employing eigenvalue-based technique with a multivariate system into the development of an alternative or better performed association measure. In terms of the evaluations by simulated linear and nonlinear relationships, it currently may not master on identifying all nonlinear patterns, whilst it gives highest significant reaction for trapezoid nonlinear pattern without losing the ability on linear association detection that other measures cannot achieve. Considering a real data case of oil prices and tourist arrivals in UK, it is significantly evidenced that the novelly developed association measure is a reliable, sensitive, assumption free approach that can outperform or at least being alternative method comparing to empirical measures in the study of a complex economy system.

In general, there should not be a restriction of one specific association measure as the advantages of different measures vary significantly, which give more options for the association analysis of random groups of series in a complex system like economics and social science. However, this paper obtains solid evidences from both simulations and real case that this novel method can identify complex associations which empirical methods may fail to detect. The advantage of this method is that it does not restrict on the domain of either linearity or nonlinearity, but consider the associated information of the series as a whole. Additionally, the calculations are efficient and convenient. In summary, this paper is the temporary summary about the beginning of this development. There will be many possibilities for further improvements as the next stage of this study, for example, expanding the nonlinear associations or combinations of linearity and nonlinearity for simulated evaluation, developing the direction of association into the current index outcome, etc.
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