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Abstract

Traffic Signal Control systems are one of the most popular Intelligent Transport Systems and they are widely used around the world to regulate traffic flow. Recently, complex optimization techniques have been applied to traffic signal control systems to improve their performance. Traffic simulators are one of the most popular tools to evaluate the performance of a potential solution in traffic signal optimization. For that reason, researchers commonly optimize traffic signal timing by using simulation-based approaches. Although evaluating solutions using microscopic traffic simulators has several advantages, the simulation is very time-consuming.

Multi-objective Evolutionary Algorithms (MOEAs) are in many ways superior to traditional search methods. They have been widely utilized in traffic signal optimization problems. However, running MOEAs on traffic optimization problems using microscopic traffic simulators to estimate the effectiveness of solutions is time-consuming. Thus, MOEAs which can produce good solutions at a reasonable processing time, especially at an early stage, is required. Anytime behaviour of an algorithm indicates its ability to provide as good a solution as possible at any time during its execution. Therefore, optimization approaches which have good anytime behaviour are desirable in evaluation traffic signal optimization. Moreover, small population sizes are inevitable for scenarios where processing capabilities are limited but require quick response times. In this work, two novel optimization algorithms are introduced that improve anytime behaviour and can work effectively with various population sizes.

NS-LS is a hybrid of Non-dominated Sorting Genetic Algorithm II (NSGA-II) and a local search which has the ability to predict a potential search direction. NS-LS is able to produce good solutions at any running time, therefore having good anytime behaviour. Utilizing a local search can help to accelerate the convergence rate, however, computational cost is not considered in NS-LS. A surrogate-assisted approach based on local search (SA-LS) which is an enhancement of NS-LS is also introduced. SA-LS uses a surrogate model constructed using solutions which already have been evaluated by a traffic simulator in previous generations.

NS-LS and SA-LS are evaluated on the well-known Benchmark test functions: ZDT1 and ZDT2, and two real-world traffic scenarios: Andrea Costa and Pasubio. The proposed algorithms are also compared to NSGA-II and Multiobjective Evolutionary Algorithm based on Decomposition (MOEA/D). The results show that NS-LS and SA-LS can effectively optimize traffic signal timings of the studied scenarios. The results also confirm that NS-LS and SA-LS have good anytime behaviour and can work well with different population sizes. Furthermore, SA-LS also showed to produce mostly superior results as compared to NS-LS, NSGA-II, and MOEA/D.
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Chapter 1

Introduction

1.1 Motivation

Transportation plays an important role in society as it contributes to economic growth, social development, and improvement to human lifestyle. However, the transport sector is facing several challenges, especially in urban areas. First, congestion has become a serious issue which can lead to an increase in fuel consumption, air pollution and accordingly can cause detrimental impacts on economic growth. The second challenge is to reduce the number of fatalities and serious injuries from road accidents and collision, especially in low- and middle-income countries. According to the global status report on road safety 2018 of the World Health Organization, approximately 1.35 million people die each year due to road traffic accidents, WHO (2018). Third, reducing traffic exhaust emissions is an urgent mission since the transportation industry is a key player in global warming. To solve these mentioned problems, a number of methods can be applied such as constructing new roads, expanding existing transport systems, optimizing the performance of existing transportation systems and making transport policies. Depending on the situation and characteristics of each area, suitable and efficient methods would be chosen. However, for urban cities where there is no available space for building new transport roads, constructing more roads or expanding transport systems is often infeasible. Therefore, upgrading and optimizing an existing transport system to make it become smarter has become an attracting trend in transportation research. Intelligent Transport System (ITS) has been proposed and deployed in many cities around the world to improve the performance of the transport sector, Chen et al. (2014), Chen and
Intelligent Transportation System (ITS) combines information and communication technologies into the transportation system’s infrastructure to improve performance, efficiency, and safety. The purpose of ITS is to take advantages of advanced technologies to address transportation problems, for example, safety, traffic congestion, transport efficiency, and environmental protection by creating more intelligent roads. Over the past decade, ITS has greatly improved transportation conditions and access capacity of road networks Chen and Chang (2014), Kouvelas et al. (2011), Yan et al. (2013), reduced traffic congestion Adacher (2012), Sabar et al. (2017), Shen et al. (2013) and exhaust emissions Armas et al. (2017), Passow et al. (2012), Sanchez-Medina et al. (2010) in many urban areas over the world.

Traffic signal control system is a cost-effective tool for urban traffic management and has become an important research area in ITS. It controls the traffic at road intersections, determines which flows are allowed to pass through and which flows have to stop. Its final purpose is to make sure that every traffic users including vehicles, pedestrians, and bicyclist move through the intersection safely and efficiently. The correct and efficient operation of traffic signal control of the overall traffic network is therefore critical to the performance of the urban transport network and is considered to be an essential element of ITS.

The role of traffic signal optimization is to significantly improve traffic network performance by optimizing objectives such as reducing delay and number of stops and increasing network throughput or average speed within the traffic network. Setting traffic signals in a signal-controlled street network involves the determination of cycle time, splits of green (and red) time, and offsets. Traffic light signal optimization might optimize a part of or all these values.

Traffic signal timing optimization methods fall within two main categories: mathematical programming method and simulation-based approach, Chen and Chang (2014). The former scheme utilizes mathematical formulations to capture the characteristics of traffic flow models which will be utilized to optimize objectives in traffic management. However, the calculations of these mathematical models are often very complicated and hard to meet real-time requirements, Zhao et al. (2012). Furthermore, the interrelationship
between the traffic flows of complex intersections, such as queue spillback or blockage between through and turning lanes, cannot be adequately captured by mathematical programming formulations, Chen and Chang (2014). Moreover, not every optimization problem can be expressed by mathematical formulas. On the other hand, the simulation-based approaches aim at capturing the complex interactions between traffic characteristics. For that reason, more recently, researchers tend to optimize traffic signal timing by using simulation-based approaches, Chen and Chang (2014), Papatzikou and Stathopoulos (2015), Poole and Kotsialos (2016).

Multi-objective Evolutionary Algorithms (MOEAs) are widely used to solve the multi-objective optimisation problem in transportation, Caraffini et al. (2013), Goodyer et al. (2013), Witheridge et al. (2014), Zheng et al. (2015). However, when applying MOEAs to optimise a transportation problem, traffic simulation always needs to be called when a solution is evaluated. Moreover, MOEAs need to evaluate solutions many times in the optimisation process to obtain optimal solutions. Time to run multiple simulations requires much processing time. For example, it takes 25 seconds to run one simulation of the Andrea Costa traffic scenario Bieker et al. (2015) using a PC with Intel(R) Core(TM) i5-6500 CPU 3.2GHz. If the population size is 60 and there are 20 generations in the evolutionary process, the number of simulations needed in the optimization algorithm is 1200. Therefore, the time to run simulations is about 8.3 hours. The computation time will rapidly rise as the scale of the traffic network increases, such as in road network size and number of vehicles. In order to address this problem, a few research methods have utilized powerful and expensive hardware to reduce computation time. However, such approaches are expensive and not always feasible. As a result, optimisation approaches which have the ability to provide good solutions, which produce high fitness values and satisfy all constraints, at a reasonable processing time, especially at an early stage, are desired. Nevertheless, the optimization literature mostly focuses on the quality of solutions reached by an algorithm at the end of the optimization process. However, such studies might not work efficiently in optimization problems where function evaluations are limited by time or cost. In these situations, in order to evaluate the efficiency of an optimisation algorithm, an indicator, which can measure the ability of that algorithm to produce good solutions at any time during its operation, is needed. Anytime behaviour of an algorithm is its ability to provide as good a solution as possible at any
time during its execution and continuously improves the quality of the results as computation time increases, Dubois-Lacoste et al. (2015), Lopez-Ibanez and Stutzle (2014). Anytime behaviour may be described in terms of the curve of hypervolume over time. Hypervolume, introduced by Zitzler and Thiele Zitzler and Thiele (1998), measures the volume of the objective space which is dominated by a non-dominated set. Therefore, if one non-dominated set has a higher hypervolume, it will be closer to the Pareto-optimal front. The hypervolume indicator is used to compare anytime behaviour between two multi-objective optimization algorithms. As optimizing traffic signal control is time-consuming and the time to run the optimization process is limited and scenario specific, anytime behaviour of the system is a preferred indicator for system performance.

In transportation optimization problems, small population sizes can be important for scenarios where limited processing capabilities meet demand for quick response time. Such scenarios are typical for local and distributed signal controllers which offer very limited processing power while requiring optimised signal timings within a few cycles or minutes. Therefore, optimization algorithms with the ability to work effectively in small population sizes are preferable.

A combination of a local search and a global evolutionary algorithm may accelerate the convergence speed of the search. Furthermore, Espinoza et al. (2003) indicates that local search also helps to reduce the population size of the optimization algorithm. Therefore, with selective use of a local search, anytime behaviour of an evolutionary algorithm can be improved and the efficiency of a traffic signal optimization model can be increased.

Surrogate or approximation models are computational models used to estimate objective values of candidate solutions at a cheaper cost compared to original objective function. Surrogates are used to reduce the number of evaluations using original objective function while remaining a reasonable good quality of results obtained. Surrogate may reduce the number of traffic simulator-based evaluations in a generation of the evolutionary search. Therefore, with a limited budget of the maximum number of evaluations using the traffic simulator, the number of generations may be increased. Consequently, surrogate-assisted MOEAs are very promising to improve anytime behavior of traffic signal optimization algorithms.

For all the afore-mentioned reasons, this study proposes a multi-objective optimization
algorithm based on local search (NS-LS) and a surrogate-assisted multi-objective optimization algorithm based on fuzzy distance and local search (SA-LS) for improving anytime behaviour in traffic signal timing. Furthermore, these algorithms can work effectively when the population size is small. The performance of the proposed algorithms will be compared with NSGA-II and MOEA/D with different sizes of the population, demonstrating their improved effectiveness.

1.2 Propositions

In this demanding field of intelligent transport systems, the following research propositions have been set and studied:

Proposition 1: A local search method can be used to improve anytime behaviour of multi-objective optimization algorithms in traffic signal optimization problems.

A novel local search algorithm looking for neighbours which potentially have good fitness values is introduced in Chapter 4. The proposed local search method can predict potential search directions before searching for better solutions. Therefore, the chance to find a superior neighbour at early stages would be increased. Consequently, anytime behaviour of the search algorithm may be improved. The experiments are conducted in Chapter 6 and the results are shown in Chapter 7.

Proposition 2: A method based on an approximation model can be designed to evaluate candidate solutions in traffic signal optimization problems.

A novel surrogate model is proposed in Chapter 4 based on an Artificial Neural Network. By using solutions evaluated by the traffic simulator in previous generations, this surrogate can learn the relationship between the input which is the duration of phases of a traffic signal system and the output that are values of traffic parameters such as flow and delay. The surrogate is continuously updated during the optimization process to increase the accuracy of the approximation result. This surrogate is partially used with a traffic simulator to evaluate objective values of candidate solutions in every generation of the evolutionary search.
Proposition 3: A local search method can be combined with an approximation model to enhance anytime behaviour of evolutionary search in traffic signal optimization problems, especially in small population sizes.

A novel surrogate-assisted evolutionary algorithm is introduced in Chapter 5 for traffic signal optimization problems. An approximation model is used to reduce the number of traffic simulator-based evaluations while a local search can accelerate the convergence rate of the evolutionary search. Therefore, using the same number of evaluations conducted by a traffic simulator, the number of iterations in the optimization process of the proposed algorithm will be increased. An appropriate management model is also proposed to use the surrogate effectively and properly. Experiments are carried out in Chapter 5 to evaluate the performance of the combination of a local search with an approximation model in traffic signal optimization problems in terms of anytime behaviour improvement. The results of the experiments are shown in Chapter 6.

1.3 Aims and objectives

The main aim of this research is to evaluate the ability of combining a surrogate-assisted evolutionary algorithm and a local search method in improving anytime behaviour of a traffic signal optimization system, especially when the population size of the evolutionary process is small. This research also intents to assess the possibility of using an approximation model to evaluate candidate solutions in traffic signal optimization problems. Furthermore, another subsidiary aim of this research is to investigate the ability of local search methods in increasing anytime behaviour of multi-objective optimization algorithms in traffic signal optimization problems.

The objectives of this study are:

1. To provide a comprehensive literature review of traffic signal optimization based on multi-objective evolutionary algorithms and traffic microscopic simulators.

2. To extend the knowledge of optimizing traffic signal control using surrogate-assisted evolutionary algorithms and local search.
3. To construct an optimization model for traffic signal control based on a local search method to improve anytime behaviour and this model can work effectively in small population sizes.

4. To develop a surrogate-assisted evolutionary algorithm for optimizing multiple objectives in traffic signal control. This methodology utilizes a surrogate to decrease the number of traffic simulator-based evolutions. A local search is also used to accelerate the convergence rate of the evolutionary search.

5. To assess and compare the performance of the proposed models on traffic scenarios.

1.4 Major Contributions of the Thesis

Major contributions of the thesis are summarized as follows:

1. A local search methodology for superior neighbours in local areas is introduced. This local search has the ability to predict potential search directions, therefore, the chance to find out a better neighbour from an early stage can be increased.

2. A multi-objective evolutionary algorithm based on local search is proposed for improving anytime behaviour in traffic signal timing. The local search is performed inside the iteration process of the evolutionary algorithm to quickly find superior solutions. This helps to increase the convergence rate of the evolutionary search.

3. A surrogate model is constructed to evaluate the fitness value of candidate solutions in the optimization process. This surrogate is able to learn the relationship between the phase duration of the signal timing setting and the traffic parameters needed such as flow and time lost. Solutions which are already evaluated using the traffic simulator in the previous generations are utilized to train the surrogate model. The model is also updated during the optimization process to improve the approximation accuracy.

4. A surrogate-assisted multi-objective evolutionary optimization algorithm for traffic light signal control in urban intersections is introduced. This algorithm utilizes the surrogate model to estimate the fitness value of candidate solutions. Both traffic simulator and the surrogate are used together in the fitness evaluation process
to prevent the evolutionary search from obtaining false optima. Moreover, the local search is also used in the iterations of the evolutionary search to accelerate the convergence rate. A hybrid of the local search and the surrogate improve the anytime behaviour of the evolutionary algorithm in traffic signal optimization problems.

5. A fitness evaluation scheme is proposed to effectively choose a model between the surrogate and the traffic simulator SUMO to estimate fitness values of solutions. This scheme is used to guarantee that the surrogate is used effectively. This scheme is based on the closeness of the solution to the solutions already evaluated by the traffic simulator in the database which is used to build the surrogate and the MSE of approximation error of the surrogate.

1.5 Thesis structure

The thesis is organized as follows:

Chapter 2 provides a background of traffic signal control systems, road traffic simulators as well as optimization algorithms which have been applied in transportation problems. Fundamental definitions of traffic signal control systems are introduced in the first part of this chapter. Basis introduction to road traffic simulators and Simulation of Urban Mobility (SUMO) software are present in the next section. Afterward, definition and basic concepts as well as the general framework of Multi-objective Evolutionary Algorithms (MOEAs) are explained. Definition of surrogate-assisted evolutionary algorithms and techniques for constructing a surrogate are introduced in the last part of this chapter.

Chapter 3 contains a comprehensive literature review. Although many computational intelligent methods have been applied to optimize traffic signal problems, this chapter mainly focuses on multi-objective traffic signal optimization using MOEAs and local search-based MOEAs. Evaluating the objective value of a candidate solution using traffic simulators is also reviewed. Advantages and drawbacks of optimizing a traffic signal optimization problem using traffic simulator-based MOEAs are shown and the gap in the previous researches of traffic signal optimization using MOEAs is outlined. Studies on traffic signal optimization using surrogate-assisted MOEAs are also in this chapter.
Chapter 4 introduces the algorithms proposed in this study. Firstly, the motivation and the flow of the local search strategy are provided. Afterwards, this chapter presents NS-LS which is a multi-objective optimization algorithm for improving anytime behaviour in traffic signal timing. The overview, flow, framework of NS-LS, as well as discussion of the design of the evolutionary search of NS-LS are explained. The process to construct the surrogate including choosing the model, the training algorithm, the error function, tuning hyperparameters, and updating the surrogate are also offered. The surrogate is used together with the traffic simulator to estimate the fitness value of candidate solutions and fitness evaluation scheme which is a strategy to effectively use the surrogate is also proposed in this chapter. Afterwards, SA-LS - a surrogate assisted multi-objective traffic signal optimization algorithm based on fuzzy distance and local search is introduced, including an overview of SA-LS and a discussion of the SA-LS’s search flow.

Chapter 5 discusses the experimental setup used to evaluate the performance of the proposed algorithms in this thesis. Two benchmark test functions and two traffic scenarios are introduced in the first part. Procedure to connect a traffic scenario and an optimization model as well as methods to extract optimization objective value from SUMO output are presented in the next sections. Performance indicators used in this thesis are also discussed. At the end of this chapter, the details of the three experiments are introduced to evaluate the performance of the algorithms.

Chapter 6 illustrates the experimental results. The performance of proposed algorithms is evaluated and compared against NSGA-II and MOEA/D using several performance indicators introduced in Chapter 6. The optimization results of the algorithms in three experiments are presented to examine the propositions.

Chapter 7 concludes the thesis and it contains conclusions, recommendations, and future work. The propositions introduced in the introduction chapter are reconfirmed in this chapter. Overall summary of the major contributions of research is also provided.
Chapter 2

Background

2.1 Introduction

Before evaluating hypotheses formulated in Chapter 1, general knowledge about relevant components is reviewed. Therefore, this chapter provides a background of traffic signal control systems, road traffic simulators, and optimization algorithms applied in transportation problems. This chapter is organized as follows: Section 2.2 introduces the fundamental definitions of traffic signal control systems while basic introduction to road traffic simulators as well as Simulation of Urban Mobility (SUMO) software are presented in Section 2.3. Multi-objective Optimization Algorithms (MOEAs) definitions, basic concepts, and the general framework are explained in Section 2.4. The difference between surrogate-assisted evolutionary algorithms and evolutionary algorithms is illustrated in Section 2.5. Techniques for constructing a surrogate model are also shown in this section. Finally, Section 2.6 concludes this chapter.

2.2 Traffic Signal Control Systems

2.2.1 Introduction to Traffic Signal Control Systems

Transportation is a critical and non-separable part of any society as it links various regions and helps people move easily between different destinations. Advances in transportation have made possible changes the way in which societies are organized and the
way of living. Hence, transportation has a high influence on the development of civilizations. The rapid increase in population has enabled the number of registered vehicles to grow quickly. The number of vehicles is increasing and transport characteristics are growing more complex such as different types of drivers, pedestrians, bicyclists, vehicles, and road infrastructure. Traffic demand is rapidly increasing and continues to exceed the transport capacity. To better meet traffic demand, it is essential to build new transport infrastructures or to upgrade existing road systems. Traffic demand in urban cities are normally much higher than that of rural areas but space for constructing new roads or expanding existing transport infrastructure in big cities is no longer enough. Consequently, traffic congestion in urban areas has become prevalent and continues to have detrimental consequences on both society and economy of the region and country. According to a report of CE Delft, which is an independent organization specialized in developing solutions for environmental problems; the external cost of road traffic, which is the cost imposed by side effects of transport such as congestion, noise level, and air pollution, in the European Union accounts for 1 to 2 % of GDP ,van Essen et al. (2011). Furthermore, the transportation system is currently facing several challenges and there is a need to decrease travel time and delays, improving passenger safety and reducing traffic exhaust emissions. Therefore, Intelligent Transportation Systems (ITSs) have been proposed and developed in many cities around the world to improve the performance of the transport sector. Over the past decade, ITSs have greatly improved transportation conditions and capacity of road networks, reduced traffic congestion and exhausted emissions in many urban areas over the world, DOrey and Ferreira (2014), Hess et al. (2015), Quddus et al. (2019), Sheng-hai et al. (2011).

Traffic Signal Control (TSC) Systems is one of the most popular ITSs and it is widely used around the world to regulate traffic flow. TSC systems play an important role in transportation network management and they are one of the most effective traffic control methods for safe and efficient travel in urban areas. Traffic signal control systems are placed at road intersections to control conflicting traffic movements and determines which approaches are allowed to travel through and which traffic streams have to stop. Its final purpose is to guarantee that every traffic user, including vehicles, pedestrians, and bicyclists move through the intersection safely and efficiently. TSC systems are also meant to reduce traffic congestion and emissions. However, inefficient operation of the traffic movement control system at intersections is one of the main reasons leading to
traffic congestions. The efficiency of a TSC system is directly related to the effectiveness of the employed control methodology. It is estimated that 50-80% of traffic issues happen at intersections and their surroundings, 1/3 travel time and 80-90% waiting time is consumed at red phases of signalized intersections, Ben et al. (2010). Therefore, a proper and efficient traffic signal control systems is essential to the performance of the whole transport system. Basically, most signal control approaches aim to increase traffic flow and to reduce delay or to prevent traffic congestion, Chen and Chang (2014), Sanchez-Medina et al. (2010), Shen et al. (2013).

2.2.2 Fundamental Definitions of Traffic Signal Control Systems

A traffic signal control system is a signaling device placed at intersections, junctions, crossroads or pedestrian crossing to regulate traffic movements. In the UK and many other countries, a TSC system commonly consists of three lights: a red, indicating that incoming vehicles have to stop, a green light meaning that the vehicles are allowed to travel through the intersection if it is safe. The green arrow pointing right or left means the vehicles are allowed to make a protected turn. An amber warning light, coming after a green light, indicating that the traffic light is about turn red and the vehicles have to stop if possible. When the red and amber lights are shown at the same time, the vehicles have to completely stop. For pedestrians, there are only two lights: a red light, which means pedestrians have to stop, and a green light, indicating that pedestrians can cross the road.

The TSC deployed at an intersection implements traffic signal timing to control vehicles, bicyclists, pedestrians, and other traffic participants safely passing through the intersection. Traffic signal timing includes deciding the sequence of movements and allocating green time to each group of movements at a signalized intersection. Pedestrians, cyclist and other users also should be taken into account when designing signal timings. An example of movements in a two-phase signal system of a four-legged intersection is illustrated in Figure 2.1. A diagram of signal timing is demonstrated in Figure 2.2. Some fundamental definitions in signal timing are described as follows, Kittelson & Associates (2008), Papageorgiou et al. (2003):
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(a) Phase 1
(b) Phase 2

Figure 2.1: Movements in a two-phase system.

Figure 2.2: A diagram of two-phase signal system (C is signal cycle length, x1 and x2 are green durations of phase one and phase two, L1 and L2 are inter-green durations).

- A *signal cycle* is a complete sequence of all traffic movements at an intersection. A signal cycle length is defined as the total time required to accomplish one signal cycle and it is determined by the sum of green times of all stages, yellow change intervals and all-red clearance intervals.

- A *phase* is a portion of a signal cycle assigned to one set of movements and it is defined as the green, yellow or all-red clearance intervals.

- *Offset* is the difference between two green initiation times for two successive intersections. Offset helps vehicles moving through successive intersections without being stopped.

- *Green splits* are a portion of total available green time in the cycle allocated to each phase at an intersection.
• *Inter-green* time consists of both the yellow indication and the all-red indication (if applicable) in one cycle and it is necessary when changing states to avoid collision between traffic movements.

A proper and effective traffic signal timing can have a number of benefits: (1) vehicles can pass the intersection safely; (2) increase the number of vehicles served at the intersection - or increase the capacity of signalized intersections; (3) reduce congestion and delay; (4) allow pedestrians and side street traffic to travel through the intersection with appropriate levels of accessibility.

### 2.2.3 Overview of Traffic Signal Control Systems

The most important role of traffic control is to regulate traffic flow, improve congestion, and reduce emissions. Information technology and computer technology are two of the dependencies of traffic control progress and development, *Wang et al. (2018)*. Recent improvements in traffic control methods can provide flexible control strategies, *Chow (2010)*.

As mentioned in *Board et al. (2010)*, a lot of traffic signal control systems have been proposed and developed, but less than half of them have been deployed in the real world traffic to use. According to *Wang et al. (2018)*, signal control strategies employed for road signalized intersections may be classified as follows:

- **Fixed-time or pre-timed signal control methods** use pre-determined traffic signal control parameters such as the sequence of operation, split and offset, is suitable for regular and relatively stable traffic flows. Pre-time strategies are obtained off-line by utilizing appropriate optimization methods based on historical data.

- **Traffic-responsive or real-time signal control methods** automatically regulate the signal timing based on current traffic conditions which were studied from real-time traffic data. These data are collected from equipment such as inductive loops or sensors, which are installed along the roads. Therefore, various traffic signal control parameters can be dynamically changed depending on recent traffic conditions. Real-time TSC provides an effective management method for urban traffic networks which are highly complex, uncertain and dynamic.
Signal control strategies can be classified by the number of intersections involved as shown as follows:

- **Isolated strategies** which are applicable to a single intersection without consideration of any adjacent intersections and signal timings at this intersection do not significantly affect other neighbouring intersections. In this instance, each intersection will have signal settings that are the most suitable for only that particular intersection.

- **Coordinated strategies** which consider several adjacent intersections or a traffic area. Coordinated strategies allow vehicles to move through successive intersections without encountering a red signal. Accordingly, the green time of one junction always starts later than its predecessor by the amount of time the vehicle needed to travel between two intersections. This travel time is determined by congestion-free conditions.

Traffic signal control is a dependency of the development of modern control theory, artificial intelligence theory, traffic information technology, and traffic engineering technology. Rapidly development of Artificial Intelligence (AI) theory and methods, which include agents, neural networks, fuzzy logic, and group intelligence, also impact the traffic control strategies, Papageorgiou et al. (2003).

TRANSYT is a well-known fixed-time coordinated traffic signal control system, Robertson (1986). It contains a traffic model and is fed with initial signal settings including initial values of splits, cycle length, and offsets as well as of the minimum value of green duration for each signal stage and the pre-defined staging of each intersection. It can produce fixed-time signal plans for different hours of a day. The optimization model determines the corresponding output, which is the performance metrics, from given input of decision variables. In TRANSYT, the hill-climbing algorithm is utilized to look for the optimum. Split Cycle and Offset Optimization Technique (SCOOT) is considered to be the traffic-responsive version of TRANSYT. In both TRANSYT and SCOOT, the major objective is to minimize the sum of the average queues in the area. SCOOT collects real-time measurements (instead of historical data) from vehicle detectors and runs repeatedly a network model to examine the effect of incremental changes of cycle length, offsets, and splits. The parameters are adjusted through an iterative process.
of gradient optimization. SCOOT has been deployed in many cities in the UK and overseas, Robertson and Bretherton (1991).

Leicester, Leicestershire and Rutland traffic are controlled by a Area Traffic Control Centre. In this centre, day by day traffic is managed and controlled using intelligent transport system. Currently, the systems is used to manage over 800 sets of traffic signals. Timings of traffic signal are adjusted to aid the flow of traffic. SCOOT and traffic cameras are two main data source for the system, Council (2019).

2.2.4 Performance Measures of Traffic Signal Control Systems

Several measures have been used in evaluating the quality of traffic signal control systems. These measures are all related to the experience of drivers travelling through a signalized intersection. The most popular indicators are delay and queue length.

A. Delay

Delay is the most important indicator of effectiveness evaluation at a signalized intersection. It is directly related to the amount of lost travel time, fuel consumption and the discomfort of car occupants. Delay at an intersection is measured as the extra time spent by the vehicle to pass the intersection compared to the time required to travel through the intersection without any stoppage. The total delay time of a vehicle at an intersection can be divided into acceleration delay, deceleration delay, and stopped time delay. The time loss that the vehicle takes to slow down and stop when the red signal is on, or in case there is a queue of vehicles passing through the intersection at the beginning of the green phase is the deceleration delay. The stopped delay is identified as the time a vehicle stops in the queue waiting to travel through the intersection. It is calculated as the time period from the vehicle is fully stopped until when the vehicle starts to accelerate. Acceleration delay begins when the vehicle starts to accelerate at the beginning of the green phase and ends when the vehicle gets the normal speed, which is the moving speed without any obstruction.

The accuracy of delay prediction is very important, however, it is a complex task to calculate delay because of its un-uniform arrival rate. Delay can be estimated by measurement in real traffic networks, simulation, and analytical models. Delay measurement using analytical models are simple and convenient, as a result, they have been widely
used to estimate delay at a signalized intersection. There are a number of delay mod-
els, which have been introduced to estimate average delay that a vehicle has to take
at an intersection, for example, HCM 2000 delay model Board (2000) and Webster’s
delay model, Webster (1958). However, these models are based on some assumptions,
for example, vehicles arrive at the traffic light according to a Poisson process, to sim-
pify the complex flow conditions to a quantifiable model to approximate delay, Mathew
(2014). Consequently, delay calculated using such models may not be accurate as the
models are based on the theoretical concept only Mathew (2014) and the actual traffic is
highly dynamic and its characteristics cannot be adequately captured by mathematical
formulations, Chen and Chang (2014).

B. Queue length

Queue length is a crucial indicator, which can be used to determine whether to stop
discharging vehicles from an adjacent upstream intersection, Mathew (2014). Over the
years, many studies have been conducted to determine the average queue length of traffic
signals. Generally, queue length estimation approaches can be divided into two types,
Liu et al. (2009). The first type is based on cumulative traffic input-output, Sharma
et al. (2007), Webster (1958). This type of model can only be used when the queue
length is smaller than the distance between the intersection stop line and the detector
installed on the road. The second type of queuing model is based on the behaviour of
traffic shockwaves, Ban et al. (2011), Liu et al. (2009), Stephanopoulos et al. (1979).
Shockwave theory can describe complex queueing processes but it has limitations, such
as, these queuing models assume that the arrival rate of vehicles is known, which is not
always satisfied, especially in congested situations.

C. Other Metrics

There are other metrics for assessing the performance of traffic signal control systems
such as exhaust emissions, safety, and pedestrian level of service. In recent years, air
pollution produced by vehicles is receiving increasing attention by researchers and policy
makers. Tong et al. (2000) concludes that transient driving modes, for example, decel-
eration and acceleration, produce more emissions than the steady-speed driving modes.
As a result, air pollution is often more serious at signalized intersections. Thus vehi-
cle emissions has been considered as a metric when assessing the impacts of proposed
traffic signal control systems. It is the fact that traffic safety at signalized intersections
significantly contributes to road safety in urban areas. Several strategies and tools have been developed for safety assessment in urban traffic networks, HSM (2010), Pirdavani et al. (2010). Pedestrian level of service in a signalized intersection measures its degree of pedestrian accommodation. This measure directly relates to delay experience, safety, and comfort of pedestrian crossing an intersection, and it reflects the pedestrian friendliness of an signalized intersection. A review on pedestrian level of service can be found in Kadali and Vedagiri (2016).

2.3 Traffic simulation

2.3.1 Introduction

In recent years, the rapid growth of ITS applications is generating an increasing demand for tools to support in designing and assessing the performance of proposed strategies. Traffic simulators are cost-effective tools to achieve these objectives. There are several reasons which make traffic simulators play an important role in traffic research area: (1) It is expensive and difficult to test and evaluate most proposed traffic strategies in real-world traffic networks; (2) For some studies, it is extremely difficult to establish expected traffic parameters in order to set up the experimental environment in real-world traffic networks as in simulation models; (3) Traffic simulators are a powerful tool which allows users to determine the correctness and efficiency of a proposed strategy before it is actually constructed. Therefore, the overall cost of constructing a specific strategy would be reduced significantly. Users also can use traffic simulators to compare the consequences’ of a number of alternative strategies and improvement plans. Consequently, traffic simulators are one of the widely used methods in research of modelling and planning as well as the development of traffic networks and systems, Kotusevski and Hawick (2009).

Currently, there are several traffic simulation software, such as SUMO, VISSIM, MATSim, AIMSUN, and Paramics. According to the level of detail which transport simulators can represent, they are divided into three categories: microscopic, mesoscopic, and macroscopic simulators. Macroscopic simulators describe the traffic at a high level of aggregation without considering its parts. They are mainly used in traffic flow analysis. The dynamics of every single vehicle are modelled by microscopic traffic models based
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Figure 2.3: The structure of the node file of a traffic scenario simulated by SUMO, Krajzewicz et al. (2019).

```xml
<nodes>
  <node id="0" x="0.0" y="0.0" type="traffic_light"/>
  <node id="1" x="-0.5" y="0.0" type="priority"/>
  <node id="2" x="0" y="0.0" type="priority"/>
  <node id="3" x="-0.5" y="-0.5" type="priority"/>
  <node id="4" x="0.0" y="-0.5" type="priority"/>
  ... further nodes...
</nodes>
```

Figure 2.4: The structure of the edge file of a traffic scenario simulated by SUMO, Krajzewicz et al. (2019).

```xml
<edge id="0" from="<FROM_NODE_ID>" to="<TO_NODE_ID>" priority="<PRIORITY>">
  <lane id="0" index="<L_INDEX>" speed="<SPEED>" length="<LENGTH>" shape="0.00, 495.05 248.50, 495.05"/>
  <lane id="1" index="<L_INDEX>" speed="<SPEED>" length="<LENGTH>" shape="0.00, 498.35 248.50, 498.35, 3.00"/>
</edge>
```

Figure 2.5: The structure of the traffic light file of a traffic scenario simulated by SUMO, Krajzewicz et al. (2019).

```xml
<tlLogic id="<ID>" type="<ALGORITHM_ID>" programID="<PROGRAM_ID>" offset="<TIME_OFFSET>">
  <phase duration="<DURATION1>" state="<STATE1>"/>
  <phase duration="<DURATION2>" state="<STATE2>"/>
  ... further phases...
  <phase duration="<DURATIONn>" state="<STATEn>"/>
</tlLogic>
```

on the interactions between the vehicles and their neighbourhood in detail. Mesoscopic traffic models have an intermediate level of detail, for instance, describing the individual vehicle without their interactions. Microscopic traffic simulation has proven to be a useful tool to support the evaluation process of ITS’s deployment, B D Venter and Barcelo (2001). Comparative studies of traffic simulators can be found at Pell et al. (2017) and Mustapha et al. (2016).
Simulation of Urban Mobility (SUMO) is a well-known and widely used microscopic traffic simulators Kotusevski and Hawick (2009). SUMO is a microscopic traffic simulation package which is highly portable, open-source and created to handle large road networks. The development of SUMO started in the year 2000 and it is mainly developed by employees of the Institute of Transportation Systems at the German Aerospace Centre to provide the traffic research community a tool to implement and assess their own studies. SUMO is multi-modal which means that not only car movements are modelled, but also public transports, such as bus and train networks, can be included in the simulation. Due to SUMO’s high portability, it may be used on different operating systems.

There are two main components to construct a traffic simulation using SUMO which are road network representation and traffic demand. The road networks represent real-world traffic network as directed graphs, where intersections and roads are represented by nodes and edges, respectively, and they are described in XML files. The nodes are declared in the node file. Figure 2.3 illustrates an example of a node file. The edges contains certain attributes such as the position, shape, and speed limit Krajzewicz et al. (2012) as shown in Figure 2.4. A SUMO network also can contain traffic lights, roundabouts and other transport components. An example of the traffic light file is provided in Figure 2.5.
Chapter 2. **Background**

All the information about road network are described in the net.xml file. SUMO road networks can be either generated from XML files or converted from other input data. "Netconvert" is a road network importer which is used to import road networks from other traffic simulators as Vissim, MATsim, or VISUM and produces road network that can be used by other tools in SUMO, Krajzewicz et al. (2019). Figure 2.6 describes the Netconvert command. SUMO can also read other common formats such as OpenStreetMap. The existing road network file can be edited using NETEDIT tool, Krajzewicz et al. (2019).

The second major component in SUMO scenarios is traffic demand defining routes of vehicles. The structure of a route file is provided in Figure 2.7. Routes can be generated either by using existing origin/destination matrices (O/D matrices) and convert them into route descriptions or specifying them manually. The first approach is applied mostly within the traffic science when dealing with large real-world scenarios. The second one is used when the researchers would like to have their own wishes about the traffic movements of the scenarios, Krajzewicz et al. (2012). SUMO also can import routes from other simulations. Additional information such as traffic light timing data can be integrated into the traffic simulation through additional files.

After creating network and route files, a configuration file is generated to glue every files together and the simulation scenario can be visualized in the SUMO-GUI. The structure of the configuration file of a traffic scenario simulated by SUMO is shown in Figure 2.8.

A large number of measurements can be generated for each simulation run in SUMO. The output can be unaggregated vehicle-based information such as positions and speed.

```xml
<configuration>
  <input>
    <net-file value = "hello.net.xml"/>
    <route-file value = "hello.rou.xml"/>
  </input>
  <time>
    <begin value = "0"/>
    <end value = "10000"/>
  </time>
</configuration>
```

**Figure 2.8:** The structure of the configuration file of a traffic scenario simulated by SUMO, Krajzewicz et al. (2019).
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for every simulation step or aggregated information of vehicles in their journeys. SUMO also provides information about simulated detectors, traffic lights, and values for lanes or edges. Besides common traffic measures, other metrics such as noise emission, pollutant emission, and a fuel consumption are also included in SUMO, Behrisch et al. (2011).

2.4 Multi-objective evolutionary algorithms

2.4.1 Definition of Multi-objective Optimization Problems and Basic Concepts

Optimization refers to maximizing or minimizing some functions to find a set of feasible solutions corresponding to optimal values of a single of multiple objectives. An optimization problem might consist of a single objective or multiple objectives. Single-objective optimization problem involves only one objective function while multi-objective optimization problems include several objective functions. The goal of optimizing a single-objective problem is to find the best solution which gives the minimum or maximum value of the problem depending on the requirement of the objective function. But for multi-objective optimization problems (MOOPs), there is often more than one optimal solution and it is complex to choose the best solution. Therefore, the decision maker has to choose one of the achieved solutions based on higher-level information. In the real world, optimization problems normally consist of multiple conflicting objectives with a number of constraints and multiple optimal solutions, namely Pareto solutions. Finding suitable trade-off solutions which provide acceptable performance over all objectives are the main aim of MOOPs.

MOOPs have a number of objectives needed to be either minimized or maximized simultaneously while satisfying the constraints. Deb (2008) states the overall form of a MOOP as follows:

\[
\begin{align*}
\text{Minimize/maximize} & \quad f^m(x) \\
\text{subject to} & \quad g^j(x) = 0, \quad j \in [1, J]; \\
& \quad h^k(x) \leq 0, \quad k = 1, 2, \ldots, K; \\
& \quad x^{(i)}_L \leq x^{(i)} \leq x^{(i)}_U, \quad i \in [1, n].
\end{align*}
\] (2.1)
where $J$ and $K$ are the numbers of equality and inequality constraints, respectively, which are needed to be fulfilled. There are $M$ objective functions in this optimization problem. Objectives in MOOPs can be continuous or discrete and linear or non-linear.

$x$ is the decision vector including $n$ decision variables $x^{(i)}$, $i \in [1, n]$ while $x^{(i)}_L$ and $x^{(i)}_U$ are the lower and upper bounds for each decision variable $x^{(i)}$, respectively. These decision variables $x_i$ can be continuous or discrete. A feasible solution is a solution satisfying all constraints and variable bound.

Here are the fundamental concepts in MOOPs, which are defined as follows, Deb (2008):

**Decision variable space** or **decision space** of a problem is its feasible space with all possible numerical amount that can be allocated to decision variables $x_i$ of MOOPs.

**Objective space** is the space including all possible values produced by the objective functions of a MOOP.

**Domination**: most MOOPs use the concept of domination to compare two solutions. For two decision solutions $x^{(u)}$ and $x^{(v)}$, $x^{(u)}$ dominates $x^{(v)}$ (or mathematically denoted by $x^{(u)} \preceq x^{(v)}$ ) if and only if $x^{(u)}$ is strictly better than $x^{(v)}$ in at least one objective and better or equal to $x^{(v)}$ in all objectives. Domination definition can be described mathematically as:

$$x^{(u)} \preceq x^{(v)} \text{ if and only if } x^{(u)}_i \leq x^{(v)}_i \land \exists i \in [1, n] : x^{(u)}_i < x^{(v)}_i, \forall i \in [1, n]. \quad (2.2)$$

**Strong dominance**: $x^{(u)}$ strongly dominates $x^{(v)}$ (or $x^{(u)} \prec x^{(v)}$) if $x^{(u)}$ is strictly better than $x^{(v)}$ in all objectives.

$$x^{(u)} \prec x^{(v)} \text{ if and only if } \forall i \in [1, n] : x^{(u)}_i < x^{(v)}_i \quad (2.3)$$

**Weak dominance**: $x^{(u)}$ weakly dominates $x^{(v)}$ if $x^{(u)}$ is better or equal to $x^{(v)}$ in all objectives.

**Non-dominated set**: the non-dominated set $Q'$ of a given set of solutions $Q$ is a set including solutions that are not dominated by any solution in $Q$. 

Pareto optimal solution: in the decision space $X$, a solution $x^{(i)}$ is named Pareto optimal if and only if there exists no solution $x^{(j)}$ that $x^{(j)}$ dominates $x^{(i)}$.

Pareto-optimal set: if $P$ is the entire feasible search space, the non-dominated set $Q'$ of set $Q$ is then called the Pareto-optimal set. The Pareto-optimal set $P'$ of a given MOOP $f(x)$ is defined as:

$$Q' = \{ x \in X | \nexists x' \in X : f(x) \preceq f(x') \}$$  \hspace{1cm} (2.4)

Pareto front: the corresponding objective vectors of Pareto-optimal set are referred to as the Pareto-front. The Pareto front $PF'$ of a given MOOP $f(x)$ and a Pareto-optimal set $P'$ is defined as:

$$PF' = \{ \vec{u} = f(x) = (f_1(x), f_2(x), ..., f_n(x) | x \in P' \}$$  \hspace{1cm} (2.5)

In MOOPs, the task is to find a set of well acceptable solutions which are as close as possible to Pareto-optimal set. There are many real-life problems for which it is quite hard for the decision-maker to correctly and completely formulate them. Furthermore, all efficient solutions cannot be found out within an acceptable time in these problems. Therefore, decision-makers tend to use approximated solutions in such situations, Sanghamitra Bandyopadhyay (2013).

2.4.2 General Framework of Multi-objective Evolutionary Algorithms

Multi-objective Evolutionary Algorithms (MOEAs) imitate principles of nature’s evolutionary process including reproduction, mutation, recombination, and selection to find multiple well acceptable solutions. Several characteristics of MOEAs are desirable for MOOPs and it has been used to solve MOOPs for more than one decade, Zitzler et al. (2004). One of the critical differences between classical search methodologies and MOEAs is that MOEAs use a set of potential solution candidates, namely population, in each iteration, instead of a single solution. This population is then transformed by the selection and variation principles. The first principle, selection, imitates the competition for reproduction among living beings in nature. The other one, variation, mimics
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Algorithm 1 Principal steps of a MOEA framework

1: Randomly initialize a population
2: While termination conditions are not satisfied
3: \hspace{1em} Step 1: Mating selection
4: \hspace{1em} Step 2: Offspring generation
5: \hspace{1em} Step 3: Environmental selection
6: \hspace{1em} Step 4: Check the termination conditions
7: Return Non-dominated set of solutions

the natural ability to create “new” living beings using recombination and mutation. Although their working mechanisms are simple, MOEAs are proven to be robust, general, and powerful search approaches.

The fundamental principle of MOEAs is that it applies the principle of survival of the fittest to produce the next generation of solutions. The fittest individuals have a greater chance of survival than weaker ones. MOEAs randomly initialize a population of solutions, which are also called individuals, and then iteratively undergo four main steps which help to gradually increase the quality of the population and direct the solutions toward the Pareto front. Each iteration is also called a generation, and in most studies, a pre-defined maximum number of iterations is used as the termination condition of the loop. The basic principal steps of an MOEA framework are illustrated in Algorithm 1 and explained in the following sections, Cheshmehgaz et al. (2015).

Mating selection aims at choosing promising solutions for reproduction. The mating selection consists of two stages: fitness assignment and sampling. A fitness assignment strategy is needed in MOEAs to give a fitness value or a rank to solutions in the population based on their objective functions and constraints. It makes solutions become comparable to other solutions. In general, fitness assignment strategies can be classified into Pareto-based fitness assignment strategies, criterion-based, and aggregation-based, Konak et al. (2006). In the fitness assignment stage, each individual in the current population is evaluated using objective functions and then is assigned a fitness value, reflecting its quality. After that, a so-called mating pool is created in the sampling stage using mate-selection strategies. Roulette wheel selection, introduced by Holland (1992), and binary tournament selections, proposed by Goldberg (1989), are two common mate-selection strategies. Roulette wheel selection method selects an individual proportional to its probability which directly depends on its fitness. The implementation of this wheel selection follows a roulette-wheel mechanism. The percentage fitness values of solutions
can be used to configure the roulette wheel. Consequently, the fittest solution has the largest proportion in the wheel. Thereafter, the wheel is spun $N$ times, where $N$ is the population size. At each spin, the solution pointed by the pointer is selected. In binary tournament selection strategy, two solutions are randomly selected from the population and the solution with better fitness value is picked out and placed in the mating pool. Thereafter, two other random solutions are picked again and the better solution is selected to be filled in the pool. This procedure is ended when the mating pool is filled.

Recombination and mutation operators are applied to individuals in the mating pool to generate offspring. The recombination operator combines parts of parents pairs to create a pre-defined number of children using a crossover probability. By contrast, mutation operator changes one or more variables in an solution based on a pre-defined mutation rate. The mutation operator is used to preserve the diversity of the population from one generation to the next generation, Deb (2008). Mutation also helps the search to overcome local minimum by preventing solutions in the population from becoming too similar to each other.

After the process of generating offspring has been completed, the environmental selection is used to decide which solutions in the population and newly created children are selected to form a new population for the next generation. Thereafter, termination conditions are checked and the procedure is terminated if the conditions are satisfied. If not, the loop is continued with the new population created in the previous step.

Jones et al. (2002) showed that 90% of multi-objective optimization approaches try to approximate the optimal Pareto front for the problem, and 70% of all meta-heuristics approaches were based on evolutionary approaches. Comprehensive reviews of MOEAs can be found in Zhou et al. (2011) and Cheshmehgaz et al. (2015).

There are two fundamental goals of MOEAs, which are finding a set of solutions as close as possible to the Pareto-optimal front and finding a set of solutions as diverse as possible, Deb (2008). The first goal, convergence speed, is mainly related to mating selection strategies, in particular to fitness assignment methods. The second goal, diversity of solutions in the non-dominated front, is related to selection schemes. If the density of individuals surrounding a particular solution is large, the probability that the solution is selected decreases, Zitzler et al. (2004). Furthermore, the elitism mechanism, which is utilized to preserve the fittest solutions selected from the population and newly create
offsprings, so they do not get removed from the population, might have negative affects on the diversity of the population in MOEAs.

2.5 Surrogate-assisted evolutionary algorithms

2.5.1 Evolutionary algorithms vs. surrogates-assisted evolutionary algorithms

Evolutionary Algorithms (EAs) have been very successful for solving optimization problems with multiple objectives in both academia and industry. In general, evolutionary algorithms defeat traditional optimization algorithms for many problems especially discontinuous, not well-defined, multi-model, and noisy problems, Jin (2005). However, EAs have encountered challenges when applying to real-world applications. One major challenge is that it needs a large number of objective evaluations to find good solutions. In many real-world applications, it is difficult or computationally expensive to perform a large number of fitness evaluations. It is not uncommon that a single simulation process, which is utilized to evaluate the fitness value of an individual, take minutes, hours or even days to compute. Consequently, many simulation scenarios only allow for a fairly limited number of evaluations using the real fitness function. Such type of problems is called expensive optimization problem. In such situations, approximation models, also known as surrogate or meta-models, have been adopted to predict the fitness values of solutions. Surrogates are computational models used to estimate the fitness values of solutions at a cheaper cost compared to the original fitness function. The main aim of using meta-models is to decrease the total number of evaluations conducted by original fitness functions while remaining a reasonable good quality of the results achieved.

Surrogate-assisted evolutionary algorithms were proposed to decrease the computational cost of fitness evaluation in optimizing expensive problems, Jin (2011). Using an approximation model to estimate fitness values greatly reduces computational cost since the costs required to construct the approximation model and to use it are much lower than those in the standard EA which directly evaluate all individuals using costly objective functions. Surrogate-assisted evolutionary computation has been applied successfully in many real-world applications. Surrogates can be applied to most operations of evolutionary algorithms, for example, fitness evaluation, population initialization, crossover,
and mutation. The approximation model and the original fitness function should be used together as it is difficult to achieve an approximation with very high accuracy. Surrogate models should be combined with the real objective function to help the evolutionary search avoid obtaining a false minimum introduced by the surrogate model. Model management or evolution control is a strategy to use surrogate models properly and efficiently.

Multi-objective optimization of transportation is expensive as a traffic simulation needs to be run every time a solution’s fitness is evaluated. Therefore, surrogate-assisted evolutionary algorithms are promising for solving multi-objective optimization problems in transportation.

### 2.5.2 Strategies for managing surrogates

#### 2.5.2.1 Model management: its roles and classification

It is very difficult to achieve an approximation with very high accuracy due to the lack of available input data. It is emphasized in Jin (2005) that if only the surrogate model is utilized to estimate the fitness values, the evolutionary search will likely converge to a false optimum. Consequently, it is very important that the approximation model should be combined with the real objective function. In most cases, the real objective function is available although its computation is costly. Hence, the original fitness function should be used effectively to reduce the computational cost. This is known as model management or evolution control. According to Jin (2005), model management can be divided into three main groups:

1. **No evolution control**: the surrogate is assumed to be highly accurate and it completely replaces the original objective function in the evolutionary computation.

2. **Fixed evolution control**: a fixed number of solutions whose fitness values are calculated by the approximate model and the others are evaluated using the original objective function. The evolution control consists of three approaches:

   **A. Individual-based**: in each generation, some of the individuals are evaluated by the real objective function and the others use the surrogate for fitness calculation.
B. Generation-based: fitness values of solutions in some generations are estimated by surrogates while in the other iterations, the original fitness function is used.

C. Population-based: there are more than one sub-population taking part in the evolution process. Each sub-population use its own surrogates to approximate fitness values.

(3) Adaptive evolution control: in this type of model management, the frequency of using the approximation model should be determined by its fidelity and it can be adaptive during the optimization process. The more accurate the surrogate is, the more frequently the surrogate is utilized to predict the fitness value of solutions.

2.5.2.2 Criteria for choosing individuals for re-evaluation

One of the most important questions when using surrogates is which solutions should be selected to be estimated by the surrogate and which solutions will be re-evaluated using the original objective function. This selection is strongly related to another question: how to adjust the number of the solutions to be evaluated using an original objective function. The main aim is to minimize the number of fitness evaluations using the original objective function while retaining the accuracy of the optimization process as the algorithm can still converge to the global optimum. Distribution of the available samples is determined by the re-evaluation selection scheme. Hence, choosing accurately and properly the individuals to be estimated using the original fitness function will help the surrogate learn the underlying relationship between input and output of the samples more accurately with less samples. As a result, the number of solutions to be re-estimated will be reduced and the the approximation error will be decreased more quickly. Thus, time to run the optimization process will be decreased. There are a number of strategies for choosing individuals for re-valuation, which are described as follows:

Random strategy: individuals are selected randomly to be evaluated by original objective function Fonseca et al. (2012).

Best strategy: The most straightforward method for selecting solutions for re-evaluation is to evaluate solutions whose potentially produce a good fitness value and
the more accurate the approximation model, the more individuals should be evaluated using surrogates, L. Graening (2005).

*Uncertain strategy:* choose individuals, which have large degrees of uncertainty in approximation, to be evaluated using original fitness functions, Branke and Schmidt (2005), Emmerich et al. (2002). There are two reasons explained for choosing uncertain solutions to be re-evaluated. Firstly, a high level of uncertainty in approximating fitness values suggests that the objective space around these individuals has not been adequately modelled. Consequently, there might be a high opportunity of finding a better solution in this part of the landscape. Second, re-estimation of most uncertain individuals may be an effective way to improve the approximation accuracy of the adaptive surrogate.

*Representative strategy:* the solutions are classified into several clusters. Representative solutions in each cluster, such as the individual nearest to the center of cluster or the best solution in each cluster L. Graening (2005), are selected to be evaluated using the original objective function.

### 2.5.3 Techniques for constructing surrogates

To construct a surrogate, a set of samples is needed. The approximation accuracy of surrogates depends on the number of available samples given in the search space and the selection of the appropriate approximation model utilized to represent the original objective functions. There are a variety of approximation models including polynomials (often known as Response Surface Methodology) Goel et al. (2007), Husain and Kim (2010), Liu et al. (2008), Support Vector Machines Basudhar et al. (2012), Bourinet (2016), Rosales-Perez et al. (2015), Kriging model Liu et al. (2014), Pan and Das (2015), Zhou et al. (2007), and Artificial Neural Networks Bhattacharjee et al. (2016), Jin et al. (2015), Sun et al. (2013). An overview of techniques used for constructing surrogates in multi-objective evolutionary optimization can be found in Santana-Quintero et al. (2010). A number of studies have been conducted to compare the performance of these approximation models Diaz-Manriquez et al. (2016), Jin et al. (2001), Jin (2005). There are no clear conclusions about which model is definitely superior, to the others. When choosing an approximation model, more than one criterion should be considered, such as approximation accuracy, efficiency, computational cost, and complexity. It is difficult to give specific rules on selecting approximation model. It is suggested that firstly, a simple
meta-model should be used for a given problem. If the accuracy is not satisfactory, a more complex approximation model should be considered. If the number of available samples is limited and the design space is highly-dimensional, a neural network model is recommended, Jin (2005). In transportation optimization problems using a traffic simulator to evaluate candidate solutions, the number of available samples used to construct a surrogate model is usually kept small as running a large number of simulations is time-consuming. Therefore, artificial neural networks are promising to construct a approximation model.

### 2.5.4 Artificial Neural Networks

Artificial Neural Networks (ANNs) are used to learn the relationship between inputs and the corresponding outputs. ANNs have shown to be effective tools for function approximation. Multilayer feed-forward perceptron networks have been widely applied to approximation problems.

**A. Multilayer feed-forward perceptrons (MLPs)** are a class of multilayered feed-forward artificial neural network. There are at least three layers of nodes in an MLP which are one input layer, one output layer, and one or more hidden layers. Each connection between nodes has a weight, which is randomly initialized at the beginning and is adapted during the training process. Each neuron takes the weighted sum of signals coming from the previous layer. There are several critical points needed to be determined when building an ANN: the structure of the ANN including the number of layers and the number of nodes in each of these layers, the selection of input and output, and the training algorithm, Santana-Quintero et al. (2010). The output of a neuron is:

\[
y = f(\sum_{i=1}^{m} w_i x_i + b)
\]

where \(x_i\) is the \(i^{th}\) input and \(y\) is the output of the neuron, \(w_i\) is the weight of the connection between the \(i^{th}\) input and the neuron. The activation function \(f\) is a nonlinear function and one of the most commonly used activation function is the sigmoid function.

**B. Overfitting and underfitting** are common problems in machine learning, which can lead to an inefficient performance of approximation models. Overfitting happens when
the model learns the noise instead of the signal, which is the actual pattern expected to learn by the model from the samples. Consequently, the approximation model will work unusually well on the training data but very poorly on unseen samples. In contrast, an underfitting model refers to a model which can not model the training data as well as generalize the unseen data. To limit overfitting and underfitting, a resampling technique is recommended to estimate model accuracy. The most popular resampling technique is k-fold cross validation. It is commonly applied in machine learning as it is easy to implement, and its results generally have lower bias than other methods, Rodriguez et al. (2010).

C. Bias and Variance are sources of prediction errors for any machine learning algorithms. Bias, which are assumptions made by a model, is used to simplify the target function and make it easier to learn. Low bias means fewer assumptions and high bias means more assumptions about the form of the target function. High bias can lead to the missing the relevant relations between the inputs and the outputs, which causes underfitting phenomenon. Bias error is an error caused by erroneous assumptions. On the other hand, variance is the amount of difference between the outputs of the approximation model using different training data sets. Variance suggests the degree of dependence of the approximation model to the training data sets. If the variance is low, the estimate of the model does not change significantly when using different training dataset. High variance means the estimation result is sensitive to the change of training data. Ideally, the variance should not be high, meaning that the approximation model can learn the hidden underlying relationship between the inputs and the corresponding outputs. The objective of supervised learning algorithms is to obtain low variance and low bias. However, there is a trade-off between these two concerns as decreasing bias will increase the variance and vice versa, Geman et al. (1992).

D. Fine-tuning hyperparameters: one of the difficulties when working with neural networks is selecting an optimal architecture for a specific problem. Hyperparameters are parameters which determine the overall architecture of a neural network and they are usually determined before starting the training process. Some examples of hyperparameters are number of hidden layers, the learning rate, and the number of neurons in each hidden layer.

Hyperparameter optimization or tuning is to find an optimal set of hyperparameters for
a learning algorithm. Grid search is a technique used to optimize hyperparameters. Grid search is an exhausted search, which tests all possible combinations of hyperparameters. Grid search is simple and straightforward to implement Pontes et al. (2016). Although computational time required by grid search technique may be longer than that of other techniques, however, grid search can be easily parallelized as each combination of these hyperparameter values are independent. Therefore, currently grid search is one of the most widely used methods for hyperparameter optimization, Pontes et al. (2016), Zhang et al. (2009).

Tamura and Tateishi (1997) showed that a feed-forward neural network consisting of 2 hidden layers is superior to a feed-forward neural network containing one hidden layer for learning the pattern of the training data set. Furthermore, a neural network with two hidden layers would be capable of approximating any non-linear function and there is no need to use a neural network with more than two hidden layers, Heaton (2008). The sizes of hidden layers are also critical to the decision of the overall architecture of a neural network. If there are too few neurons in the hidden layers, under-fitting might be happened. Otherwise, using too many neurons might lead to over-fitting. A survey of methods to define the number of hidden neurons in a neural network is introduced in Sheela and Deepa (2013).

Surrogate-assisted evolutionary algorithms have been applied in optimising expensive problems. Surrogate models are utilized to decrease the fitness evaluation cost of candidate solutions. Therefore, surrogate-assisted evolutionary algorithms may work well on traffic signal optimization problems. A multilayer feedforward neural network is probably an efficient approximation model which can be used to predict the fitness value of solutions in the evolutionary process of traffic signal optimization problems. Its hyperparameters are fine-tuned by the grid search and k-fold cross-validation techniques to avoid the over-fitting and under-fitting, Fushiki (2011), Rodriguez et al. (2010).

### 2.6 Conclusion

Traffic light control systems for signalized intersections are one of the most important components in urban traffic control systems. Its effectiveness directly affects the safety of the participants and efficient operation of the traffic control system. Consequently,
their performance optimization is one of the main aims when designing a traffic signal control system. Several hypotheses related to traffic signal optimization are formulated in Chapter 1. Before evaluating their quality, general knowledge about relevant components is required. Therefore, this chapter provided a general background of traffic signal control systems, traffic simulators and computational intelligence techniques used to optimize the performance of traffic signal control systems, such as multi-objective evolutionary algorithms and surrogate-assisted evolutionary algorithms.
Chapter 3

Literature Review

3.1 Multi-objective Traffic Signal Optimization

3.1.1 Introduction

Traffic signal control is critical to urban traffic management as its performance directly affects the efficiency of the traffic system. Recently, optimization approaches have been utilized in traffic control models to increase the performance of traffic signal control systems. The main aim of a traffic signal optimisation is to significantly improve the performance of the traffic intersection by minimising the delay, queue length, the number of stops, emissions and maximising the traffic flow and average speed in the network. Setting traffic signal timing in a signal-controlled street network involves the determination of cycle time, splits of green time, and offsets. Traffic signal optimization might optimize a part of or all these values based on observed traffic parameters, such as flow and queue length. A single or multiple objectives might be involved in traffic signal optimization models.

Compared to conventional search methods, for example, random search and hill-climbing approaches, Multi-Objective Evolutionary Algorithms (MOEAs) are more robust and speedy Guangwei et al. (2007), as a result, MOEAs have been widely used to solve the multi-objective optimization problems. A number of MOEAs also have been widely deployed in traffic signal optimization such as Non-dominated Sorting Algorithm II Nguyen et al. (2016), Shen et al. (2013,?), Yan et al. (2013), Genetic Algorithm Abushehab et al.
The main aim of a local search method is to find out a local optimum. The local search method performs a sequence of changes from an initial solution in the neighbourhood, which helps to increase the quality of the solutions in term of objective values, until the local optimum is found, Mladenovic and Hansen (1997). There are several studies optimizing urban traffic signal control problems using local search based MOEAs, Gao et al. (2016), Sabar et al. (2017).

3.1.2 Traffic Signal Optimization using MOEAs

In recent years, many studies using computational intelligence technologies have been introduce to optimize the performance of traffic light signal control systems. Computational intelligence methods for urban traffic signal control were reviewed in Zhao et al. (2012) and Araghi et al. (2015). MOEAs are well-known optimization techniques and they have been applied in traffic signal optimization problems. Table 3.1 shows a number of studies on traffic signal optimization and their corresponding evolutionary algorithms selected to optimize the objectives. As we can see from Table 3.1 that among MOEAs, Non-dominated Sorting Algorithm II (NSGA-II) and Genetic Algorithm (GA) are the most two popular algorithms.

In Zhou et al. (2008), a bi-level optimization model based on GA was proposed to increase the traffic quality and reduce emissions at the intersection. Qun (2009) introduced a signal control model for urban intersection based on GA. Ben et al. (2010) used GA to optimize several objectives concurrently by aggregating of different objectives. The objective function is calculated by the sum of different objectives. The proportion of each objective in this formula is indicated by its weighting factor, which represents the importance of that objective. Chin et al. (2011) implemented a traffic signal timing management system for coordinated intersections based on GA. Chen and Chang (2014) introduced a traffic light signal optimization approach for heavy mixed traffic flows of arterials using a GA-based approach and a gauzy branch-and-bound method. Link length and vehicle size are both considered in formulating traffic evolution, queue formation, allowing preventing queue spill-back.
Table 3.1: Evolutionary algorithms in traffic signal control systems.

<table>
<thead>
<tr>
<th>No.</th>
<th>Evolutionary Algorithms</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Non-dominated Sorting Algorithm II</td>
<td>Sun et al. (2003), Feng and Xiaoguang (2008), Yan et al. (2013), Shen et al. (2013), Nguyen et al. (2016), Armas et al. (2017), Mihaita et al. (2018)</td>
</tr>
<tr>
<td>3</td>
<td>Particle Swarm Optimization</td>
<td>Chen and Xu (2006), Dong et al. (2010), Kai et al. (2014), Abushehab et al. (2014)</td>
</tr>
<tr>
<td>4</td>
<td>Differential Algorithm</td>
<td>Zhang et al. (2009), Kai et al. (2014)</td>
</tr>
<tr>
<td>5</td>
<td>Memetic Algorithm</td>
<td>Sabar et al. (2017)</td>
</tr>
<tr>
<td>6</td>
<td>Harmony Search</td>
<td>Gao et al. (2016)</td>
</tr>
</tbody>
</table>

Sun et al. (2003) considered the ability of NSGA-II in optimizing traffic signal timing and the result demonstrated that NSGA-II is a very promising algorithm. In addition, the authors shows that NSGA-II can find an approximated optimal set with a good spread and high convergence speed. Feng and Xiaoguang (2008) combined NSGA-II and a cell transmission model to construct an urban intersection traffic signal control system. The proposed algorithm is compared with three other signal timing algorithms which are Webster, Synchro, and TRANSYT and the results showed that the proposed methodology has smaller mean delay than the other algorithms. Yan et al. (2013) managed the traffic flow at an isolated intersection under over-saturated conditions using NSGA-II. A hybrid of NSGA-II and local search was introduced in Nguyen et al. (2016) to improve anytime behaviour of traffic signal optimization systems.

A population-based stochastic optimization technique, namely Particle Swarm Algorithm (PSO), is inspired by the social behaviour of fish schooling or bird flocking. PSO has a number of similarities with genetic algorithms. PSO has some advantages compared with other MOEAs, for examples, PSO has fewer parameters to adjust and is easier to implement than other MOEAs. PSOs have been successfully implemented in a number of research areas. Some researchers have proposed an enhancement of PSO for the traffic light signal timing optimization problems. Chen and Xu (2006) examined the
ability of PSO in different traffic demands by a combination of PSO and fuzzy logic while Dong et al. (2010) constructed a new multi-objective optimization by a combination of PSO and the Simulated Annealing algorithm (SA) which is a random optimization algorithm. Kai et al. (2014) proposed a collaborative strategy using PSO and Differential Algorithm (DE). The study’s results have showed that the proposed strategy is superior to PSO in terms of the average delay time.

Differential Algorithm (DE), another MOEA, has been also applied to solve the optimal configuration of a traffic signal control system. A real-time traffic flow control was implemented in Zhang et al. (2009) using multi-objective discrete differential evolution algorithm. Based on the experimental results, the authors concluded that the proposed method had better performance.

An optimization framework was implemented in Armas et al. (2017) for a large scale traffic network using an evolutionary algorithm and clustering technique. A number of specialized mutation operators were defined. Coordinated signals with similar cycle length are searched using the mutation operators. Different mutation rates were also utilized in this approach to accelerate the convergence rate of the evolutionary search. A multi-objective optimization method for urban intersections using evolutionary algorithm was proposed in Mihaita et al. (2018) for an intersection under reconstruction in Nancy. Moreover, an integrated framework of the optimization approach and a 3D mesoscopic traffic simulator was also introduced in this method.

Among MOEAs, NSGA-II is an effective algorithm and its performance has been indicated in Sun et al. (2003). This study shows that NSGA-II provides better performance than other multi-objective evolutionary algorithms. That is the reason why it was chosen to be the optimization algorithm in a number of studies.

### 3.1.3 Multi-objective Traffic Signal Optimization using Local Search based MOEAs

Population-based computational intelligence algorithms, such as NSGA-II and GA, present a higher performance than the traditional methods. However, despite good
results provided by population-based computational intelligence algorithms, it is well-known that population-based-algorithms frequently suffer slow convergence. Consequently, they might not be suitable for some real-time problems, Neri and Cotta (2012), Ong, Lim, Zhu and Wong (2006). To address this issue, Sabar et al. (2017) implemented an adaptive memetic algorithm for traffic signal optimization problems. A local search was introduced in the study to effectively explore the local search space around solutions. The main search algorithm uses GA to guide the search to move towards the Pareto-optimal front. The major role of the local search method is to speed up the convergence rate of the GA. Consequently, higher quality solutions will be obtained. The local search introduced in this work is based on the general rules of the simple descent method. From a given solution, the local search keeps searching for improvements until the termination conditions are satisfied. The current solution is modified to create a new one using a systematic neighbourhood operator at each generation of the local search. If the new solution is found to be better than the current solution in term of fitness value, it replaces the current solution. Otherwise, the local search moves to the next area and keep searching. The experimental result showed that this algorithm is superior to GA and fixed-time signal control method.

A combination of three local search operators with different structures was introduced in Gao et al. (2016) to increase the performance of the global search approach, which was based on the discrete harmony search (DHS) algorithm. A neighbourhood structure was divided into three categories and three corresponding local search operators had been constructed. The first local search operator deals with only one single intersection while the second operator is for coordinated intersections and the third one is for a sub-region of the whole traffic network. A local search strategy, integrating these three operators, was defined to find neighbouring solutions and help to improve the performance of the DHS. The proposed algorithm was compared to the DHS without local search operators on urban traffic signal problems. The results of the study indicate a better performance of the local search based DHS.

Another meta-heuristic algorithm with a combination of local-search operators was also introduced by Gao et al. (2017) to minimize delay of both pedestrians and vehicles. Artificial bee colony algorithm with a combination of local-search operators was utilized to solve the traffic light signal optimization problem. Eight real-life database cases have
been used to evaluate the performance of the proposed algorithm. The results verified
that it outperforms NSGA-II for solving traffic signal optimization problems.

In conclusion, hybridizing a local search and a global evolutionary algorithm may acceler-
ate the convergence speed of the search. Furthermore, Espinoza et al. (2003) shows that
local search also help reduce the population size of the optimization algorithm. There-
fore, a combination of an evolutionary algorithm and a selective use of local-search can
improve the efficiency of a traffic signal optimization system.

3.2 Objectives in Traffic Signal Optimization

A number of objectives has been optimized in traffic signal control systems including
reducing queue lengths and delay at signalized intersections, decreasing the travel time,
increasing traffic flow and reducing traffic exhaust emissions. Table 3.2 illustrates objec-
tives, which have been optimized in traffic signal optimization approaches. Among these
targets, delay reduction, travel time decrease of flow improvement can be achieved con-
currently. If the delay is reduced, travel time will be decreased and flow will be increased
consequently. However, environmental target sometimes conflicts with other objectives
and have not received an adequate attention. A significant portion of researches and
applications of optimization in transportation management considers problems with a
single objective. However, more than one objective are usually involved in the real-world
problems. Further information about the optimization objective in traffic signal control
systems is introduced in the following.

3.2.1 Optimization Objectives in Traffic Signal Control

A. Reducing traffic delay is one of the most critical objectives in traffic management as
it directly relates to travel time, fuel consumption and discomfort of drivers. Conse-
quently, reducing delay at intersections is the main and fundamental objective in traffic
signal optimization. The first signal timing optimization program was introduced for an
isolated intersection by Webster and Cobbe (1966) to minimize the traffic delay using
the Webster formulation. Guangwei et al. (2007) introduced a formula of the average
delay of all vehicles travelled through the intersection. This formulation is based on the
information of individual vehicles obtained from a microscopic traffic simulator. The
weighting factor, which is assigned for transit vehicles, is taken into account when calculating the average delay. Feng and Xiaoguang (2008) obtained desired objective values, such as overall delay, queue length, and travel time, by using the Cell Transmission Model (CTM). Webster delay model is adopted in Qun (2009) to construct the function of the average delay per vehicle. After that, a formula of the total delay is derived and minimized. The total delay on each direction in Adacher (2012) is obtained from the TRANSYT and the proposed algorithm minimized the linear combination of the total delays in every direction. Shen et al. (2013) minimized both the average stop time and the average delay time. A macroscopic traffic simulation model is used in Chen

### Table 3.2: Optimization objectives in traffic signal optimization using MOEAs.

<table>
<thead>
<tr>
<th>No.</th>
<th>References</th>
<th>Optimization Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Stops</td>
</tr>
<tr>
<td>1</td>
<td>Guangwei et al. (2007)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Feng and Xiaoguang (2008)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Fang and Elefteriadou (2008)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Zhou et al. (2008)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Qun (2009)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Zhang et al. (2009)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Ben et al. (2010)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Sanchez-Medina et al. (2010)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Kouvelas et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Shen et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Chin et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Adacher (2012)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Passow et al. (2012)</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Shen et al. (2013)</td>
<td>√</td>
</tr>
<tr>
<td>15</td>
<td>Yan et al. (2013)</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Chen and Chang (2014)</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Kai et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Abushehab et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Tung et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Zakariya and Rabia (2016)</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Gao et al. (2016)</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Sabar et al. (2017)</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Armas et al. (2017)</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Mihaita et al. (2018)</td>
<td></td>
</tr>
</tbody>
</table>
and Chang (2014) to formulate the total delay function and the total throughput of
the traffic scenario. The total delay time in Kai et al. (2014) was derived from output
files generated by SUMO and the optimization approach, proposed by the authors, min-
imized the average vehicle delay, which is determined by the total delay time divided
by the total vehicles. Two different formulas of the cycle length were proposed in Za-
kariya and Rabia (2016) to minimize the delay of the intersection. The first cycle length
formula is recalibrated from the Webster’s minimum delay cycle length formula which
is introduced by Webster to estimate the optimal cycle length of an isolated signalized
intersection. The second model is the exponential function of the non-linear regression
model. Another way of calculating traffic delay was described in Sabar et al. (2017),
which is the difference between the free-flow travel time and the estimated travel time
needed to finish the route. The fitness function is, therefore, a time-dependent form
derived from the travel time Davidson’s function which is used to predict travel time
based on several parameters, for example, traffic volume, free flow travel time, and the
capacity.

B. Reducing queue length is another major objective that has been used in traffic signal
optimization approaches. How to calculate queue lengths in real-time at signalized
intersections is a long-lasting problem and it becomes more difficult under over-saturated
was the sum of average queues per lane for all approaches. Each approach is assigned
a weight and its average queue length per lane is the sum of the initial queue at the
beginning of the interval and the number of vehicles that arrived during the interval
minus the number of discharged vehicles. In Zhang et al. (2009), the sum of the vehicles
waiting for leaving the queue which is derived from a real-time traffic flow model was
minimized. The queue ratio maintenance optimization function in Yan et al. (2013) was
defined based on the average queue length per phase, which was derived from the output
of the traffic scenario simulated by VISSIM.

C. Increasing traffic flow is one of the main objectives of traffic signal optimization
systems. Traffic flow rate is a parameter of a traffic network. It is defined as the number
of vehicles which passed a reference point in a given period of time. In Kouvelas et al.
(2011), traffic flow measurement was obtained from the traffic simulated scenario, which
has available detectors installed on links. Both Sanchez-Medina et al. (2010) and Shen
et al. (2011) simply defined the traffic flow as the total number of vehicles that left the
traffic network during the simulation and considered the traffic flow as the objective function. Yan et al. (2013) maximized the weighted vehicle number of the intersection. Each movement is allocated a weight coefficient and its actual traffic flow is a function of cycle length, green time, and time. All these parameters are derived from the traffic simulator.

D. Reducing traffic exhaust emissions is becoming a critical criterion when designing traffic signal optimization systems because air pollution and other detrimental impacts on the environment from the transport sector have greatly impacted to the society. Pollution emissions from vehicles can be measured by emission models which are generally classified by macroscopic models and microscopic models. There have been a number of studies introduced optimization models for traffic signal control to mitigate the damage of vehicle emissions. Zhou et al. (2008) considered the total exhaust emission as the sum of the idle emission and the running emission of each entrance link of the intersection. Traffic flow and length of links are included in the formula of the total emission. The idle emission is estimated based on the standard idle emission factor, traffic flow and the traffic delay of the link, which was calculated based on Webster delay model. Emission value was calculated using the International Vehicle Emissions (IVE) model in Ben et al. (2010). Air quality information in Passow et al. (2012) was obtained from monitors, models, and satellites. Although researchers often put the environmental targets after the traffic demand requirements but environment-related objectives are becoming a major concern of research of the transportation sector, especially in traffic signal control.

E. Reducing travel time is another objective in traffic signal optimization. Abushehab et al. (2014) carried out a number of experiments to determine algorithms and their corresponding parameters which are more suitable in traffic signal optimization to produce the minimum total travel time. Sanchez-Medina et al. (2010) defined mean travel time as the average time which a vehicle takes to finish its route. Travel time in Zhou et al. (2008) was designed as the sum of the running time and the delay at intersections. The running time function used by the author is the BRP function which is developed by Bureau of Public Road while the delay time is determined by the Webster model. Average travel time for all vehicles to finish their routes was defined as the fitness value in Tung et al. (2014).

Recently, studies in traffic signal optimization normally consider multiple objectives,
as a result, MOEAs are one of very promising algorithms to simultaneously optimize multiple objectives. In MOEAs, solutions are compared using their fitness value which is assigned based on the objective value. Consequently, objective calculation is very important. The next section introduces methods to calculate fitness value of candidate solutions.

3.2.2 Objective Calculation using Mathematical Programming Methods

In traffic signal optimization, to assess the performance of a solution, the traffic signal system attempts to determine a connection between traffic signal parameters, such as cycle length, phase sequence, and green split, with estimated traffic parameters, for example, queue length, flows, and emissions. According to Chen and Chang (2014), traffic signal timing optimization can be classified in two main categories: mathematical programming methods and simulation-based approaches. The former scheme utilizes mathematical formulations to capture the characteristics of traffic flow models which is then utilized to optimize objectives in traffic management. Zhang et al. (2009) assumed that the arrival rate of the traffic flow follows the Poisson distribution and a real-time traffic flow sequences generating program is developed to simulate the objective function based on the number of vehicles waiting for release, the arrival rate, and the vehicle discharge rate. A delay model based on the platoons representation is used to estimate the total delay in Adacher (2012). The objective function in this approach is then constructed as a non-linear function of delay on each link approaching and leaving the intersection. However, the calculations of these mathematical models are often very complicated and difficult to meet real-time requirements Zhao et al. (2012) as the assumptions of the mathematical models are strict and therefore it is hard to model the real-time transport characteristics. Furthermore, the interrelationship between the traffic flows of complex intersections, such as queue spillback or blockage between through and turning lanes, cannot be adequately captured by mathematical programming formulations, Chen and Chang (2014). On the other hand, the simulation-based approaches aim at capturing the complex interactions between traffic characteristics. For that reason, more recently, researchers tend to optimize traffic signal timing by using simulation-based approaches such as combining multi-objective optimization algorithms with traffic simulators. This combination has been successfully applied to optimizing traffic signal timing in the real
world and assist decision makers evaluating and finding optimal values of traffic parameters for traffic management, Armas et al. (2017), Mihaita et al. (2018), Papatzikou and Stathopoulos (2015).

### 3.2.3 Objective Calculation using Simulation-based Methods

A number of different traffic simulators have been utilised in traffic signal optimization. Traffic simulators can be divided into three main categories which are microscopic, macroscopic and mesoscopic, Barcelo (2010). Macroscopic simulators describe the traffic at a high level of aggregation without considering its parts. They are mainly used in traffic analysis. The dynamics of every single vehicle in microscopic traffic models are modelled based on the interaction between the vehicle and other vehicles in the traffic stream. Mesoscopic models have an intermediate level of detail, for instance, describing the individual vehicle without their interactions. All these types of traffic simulators have been utilized in traffic signal optimization.

Papatzikou and Stathopoulos (2015) used DTALite, which is an open-source queue-based mesoscopic traffic simulator, to simulate the traffic scenario and measure the objective value of solutions. Mihaita et al. (2018) constructed a 3D mesoscopic traffic simulator using data from the traffic management center to test the algorithm proposed for improving the traffic flow and reducing travel time. Armas et al. (2016) simulated a traffic scenario using Multi-agent Transport Simulator (MATSim) to evaluate solutions generated by an evolutionary algorithm.

Chen and Chang (2014) models the interrelation between the formation of queues and movement of vehicles through a macroscopic traffic-flow model. Traffic characteristics achieved from the traffic model are utilized to produce a near-optimal set of signal timing plans via the optimization algorithms. Furthermore, this strategy may be used on-line with real-time data obtained from sensors which are installed on the roads. The macroscopic simulation tool METANET is utilized in Poole and Kotsialos (2016) to model a traffic network, which is used for evaluating the proposed optimization algorithm. Macroscopic traffic simulators are good at describing overall traffic properties but lack the flexibility to simulate complicated behaviours, such as queue spillback or blockage. Consequently, microscopic simulators become more and more popular and have been widely used to simulate traffic scenario and to evaluate new solutions.
PARAMICS, a microscopic simulator, was used in Srinivasan et al. (2006) to simulate a traffic section in a business centre and return measurements of traffic parameters. Sanchez-Medina et al. (2010) developed a new cellular-automata based micro-simulator for simulating traffic behaviour and evaluating every solution. Fang and Elefteriadou (2008) selected AIMSUN, which stands for Advanced Interactive Micro-Simulation for Urban and non-urban Networks, to evaluate newly generated solutions. The authors utilized an application programming interface (API) to customize changes in traffic simulation. In Ben et al. (2010), urban traffic microscopic simulation model (UTMSM) was selected to combine with a traffic signal optimization method to reduce the vehicle emissions and improve the intersection traffic capacity. Kouvelas et al. (2011) also used the microscopic simulator AIMSUN to obtain evaluation criteria. The emulated traffic measurements, obtained by AIMSUN are then used by a real-time traffic optimization strategy to produce the traffic signal timing parameters. Yan et al. (2013) utilized VISSIM, which is a microscopic traffic simulator, to simulate the traffic scenario. At each time step, the optimization approach decides a new optimized signal timing plan in the next interval based on the current state. This desired signal timing plan is then evaluated by the VISSIM network. Tettamanti et al. (2014) also used VISSIM to evaluate the traffic measurements, which are then forwarded to the optimization algorithm. After that, new control signal parameters are returned to the simulated traffic scenario. SUMO is used in Kai et al. (2014) to compute fitness value of solutions. When a new solution is generated, it is transferred to the traffic scenario, which is built by SUMO, to update the traffic signal timing parameters. After the simulation is done, desired traffic parameters, such as average delay time, is calculated using the output files of SUMO. Abushehab et al. (2014) also used SUMO to simulate the traffic network.

Comparative studies of traffic simulators can be found in Mustapha et al. (2016) and Pell et al. (2017). SUMO is able to model intermodal traffic systems such as vehicles, pedestrians, and public transport. SUMO has a flexible architecture, Passos et al. (2011). While most of other microscopic traffic simulators only allows homogeneous vehicle, SUMO supports customized vehicle types such as cars and two wheelers, Patel et al. (2016). Furthermore, SUMO is open-source and free and it provides very helpful support for new users, therefore, it is very suitable for researchers and students to evaluate their own hypotheses.
3.3 Reducing Computational Cost using Surrogate Models

3.3.1 Computational Cost of Traffic Signal Optimization using MOEAs and Traffic Simulators

The macroscopic traffic simulators model the flow propagation in a mathematical way and they are not suitable enough for real-time adaptive control approaches as they do not consider individual vehicle arrivals which are needed for adaptive signal control systems, Guangwei et al. (2007), Yin et al. (2015). Whereas the microscopic traffic simulators are flexible to simulate complicated behaviour of traffic. MOEAs and microscopic traffic simulators have been applied for traffic signal optimization problems in many studies. Although evaluating solutions using microscopic simulators has several advantages and they have been used widely, it also has to face a big challenge, which the computational burden required to evaluate a solution. Furthermore, the computation time will rapidly rise as the scale of the traffic network increases, such as in road network size and number of vehicles. When applying simulation-based MOEAs to optimize a transportation problem, the traffic simulator needs to be called every time an individual solution is evaluated. Therefore, the offspring evaluation requires much processing time in MOEAs and computation time of estimating fitness value of solutions becomes a burden, Shen et al. (2011). Consequently, this limits the number of evaluations and generations as well as the population size that can be used in MOEAs.

There are a significant number of studies optimizing traffic signaling optimization, however, only a few researches contemplated processing time in traffic signaling optimization. To reduce computational time of MOEAs in transportation optimization problems, Guangwei et al. (2007) utilizes a parallel genetic algorithm to reduce time responses of the optimization process. The population is divided into a number of sub-populations running on multiple processors, therefore, the parallel genetic algorithm is more efficient and faster and more suitable for complex problems. Sanchez-Medina et al. (2010) combines a genetic algorithm and a cellular-automata-based microscopic traffic simulator running on a scalable multiple-instruction-multiple-data (MIMD) multicomputer. This approach employed Beowulf Cluster to achieve parallelism to reduce total computational time. The optimization process is divided into a number of tasks which will be performed in different processes. Graphics Processing Units (GPU) were utilized in Shen
et al. (2011) and Shen et al. (2013) to reduce computational burden. In these studies, an evolutionary algorithm was used to search for optima. Generating new generation and checking termination conditions are solved via the CPU. Computational expensive tasks, including solution evaluation, selection, crossover and mutation operators, are implemented by GPUs. Traffic data are also loaded into a GPU memory, as a result, the GPU version executes much faster compared with the CPU version. However, this approach is not suitable in traffic scenarios where there are limited processing capabilities. Such scenarios are typical for local and distributed signal controllers, which offer very limited processing power while requiring optimized signal timings within a few cycles or minutes.

Surrogates are computational models used to predict objective values of solutions at a cheaper cost compared to original objective function. Surrogates are used to reduce the total number of evaluations using original objective function while remaining a reasonable good quality of results obtained. Using surrogates to estimate objective value of solutions greatly reduces the computational cost as the price to build and manage the surrogates is much more cheaper than that of evaluating objective value using the original objective function. Consequently, surrogate-assisted MOEAs are very promising to reduce the computation cost of traffic signal optimization problems caused by estimating objective value using a traffic simulator. Approximation techniques which are used to construct surrogates are discussed in the following section.

### 3.3.2 Techniques for constructing surrogates

A surrogate model is an approximation of a complex model and it is used as a substitute in many applications, usually with a purpose to reduce computational complexity. There are several techniques utilized to build a surrogate model. Table 3.3 shows techniques which have been used to construct surrogates and their references. From the conducted review of these techniques, Artificial Neural Networks (ANNs) emerges as one of the most popular technique used in constructing surrogate.

**A. Fitness inheritance**

Fitness values of some solutions are calculated based on the fitness values of individuals created previously during the evolution process. The fitness value of a new solution can
Table 3.3: Techniques for constructing surrogate in the literature.

<table>
<thead>
<tr>
<th>No.</th>
<th>Techniques</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Artificial Neural Networks</td>
<td>Ong, Nair and Lam (2006), Zhou et al. (2007), Sun et al. (2013), Jin et al. (2015), Bhattacharjee et al. (2016)</td>
</tr>
<tr>
<td>2</td>
<td>Regression Model</td>
<td>Branke and Schmidt (2005)</td>
</tr>
<tr>
<td>3</td>
<td>Gaussian Process</td>
<td>Zhou et al. (2007), Liu et al. (2014)</td>
</tr>
<tr>
<td>4</td>
<td>Fitness inheritance</td>
<td>Reyes-Sierra and Coello (2005), Fonseca et al. (2012)</td>
</tr>
</tbody>
</table>

be obtained from the fitnesses of its parents, and this is called “fitness inheritance”, which has firstly been introduced in 1995 by Robert E. Smith (1995). In Fonseca et al. (2012), utilized a surrogate model which is a fitness inheritance scheme to assist a Genetic Algorithm (GA). The impact on the evolutionary search of three kinds of inheritance, including weighted inheritance, averaged inheritance, and parental inheritance, was compared. A fixed probability $p_{\text{sim}}$ of solutions in each generation was chosen using the random selection scheme to be calculated by a simulation model. This approach analysed the search behaviour of the surrogate-assisted GA when the parameter $p_{\text{sim}}$ is changed. The proposed algorithm also is compared to the traditional GA (with standard fitness evaluation procedure) using only simulations. The results indicate the capabilities of using cheaper inheritance surrogate to increase the number of generations which leads to further exploration of the search space. Consequently, the quality of final solutions has been improved. However, for highly non-linear problems, the fitness inheritance is not a good choice to build a surrogate as its results were not good, Ducheyne et al. (2003). Moreover, the results obtained by traditional GA are better than those achieved by weighted inheritance.

B. Regression Model

Branke and Schmidt (2005) built local models instead of a global approximation model. Regression is utilized to build local approximation schemes, which are based on previously evaluated neighbouring individuals. Every individual evaluated with original objective function can be taken into account by the approximation model. However, the larger dataset, the longer it takes to construct the approximation model. Therefore, all evaluated solutions are preserved and they are available for use but only the closest
neighbours are then selected to build estimation models. As a result, the construction of the approximation is still fast as only information of related individuals is actually used to construct the model. An uncertainty measure of an individual is defined based on the Euclidean distance from that solution to all data points, which are utilized to build the local surrogate.

C. Gaussian Process

A multi-layer surrogate-assisted evolutionary optimization approach including global and local surrogates was proposed in Zhou et al. (2007). To construct a global surrogate, the search processes standard EA for a number of generations to collect data points. Global surrogate, constructed using Data-parallel Gaussian process (DPGP), pre-screens promising solutions in the population. The pre-defined top ranking $\eta\%$ solutions in the population are then re-evaluated using original fitness function. For each solution belonging to $\eta\%$, a surrogate is constructed based on local radial basis function (RBF) using $k$ nearest neighbouring samples from the preserved database. Therefore, in the surrounding area of an individual, each surrogate model represents a local fitness landscape. Any superior solution found during the local search using Lamarckian learning process is re-evaluated by the original objective function. Any new solution evaluated with the real fitness function during the local search procedure is added into the database to update the global surrogate.

A surrogate-assisted optimization algorithm for medium scale computational expensive optimization problems is introduced in Liu et al. (2014). Sammon mapping technique is utilized in this approach to reduce the size of the dimension of decision variables. All the solutions already evaluated and their fitness values are recorded in a database. Surrogate model is constructed using the Gaussian process to pre-screen newly generated children. The most promising solutions will be re-evaluated using the original objective function.

D. Artificial Neural Network

Ong, Nair and Lum (2006) proposed a robust optimization method to deal with uncertainties type II and type III for problems which are sensitive with uncertainties. Uncertainty type II appears in design variables while uncertainty type III is the result of fluctuations in operating conditions. A random noise vector is inserted to the genotype
before evaluating fitness value. The Multiple Evaluation Model (MEM) is used to determine the effective individuals’ fitness in the population. The search proceeds with the standard robust GA and worst MEM for first $z$ generations and all evaluated solutions are recorded in a database. For each solution in the population, $k$ nearest design points are chosen from the database to construct a local surrogate model using Radial Basic Function and this individual undergoes a local search strategy to find out the worst case performance. The fitness of the individual is set to be the worst-case value.

Another strategy is introduced in Sun et al. (2013) to handle uncertainties in human fitness assignment. The main purpose is to construct a surrogate model based on Co-training Semi-supervised Learning (CSSL). The main process of the proposed algorithm is as follows. A population with a large number of solutions are randomly initialized. It is then clustered into $z$ sub-populations. The individual which is closest to the centre of the cluster is then calculated by the user and inserted into $L(t)$, which is a database including labelled samples. All the other unevaluated solutions of each cluster are stored in unlabelled data set $U(t)$. CSSL is then adopted to construct the surrogate. An evaluation reliability formulation is defined and integrated into the error function. Two radial basis function networks (RBFN) are adopted as two co-training learners. Outputs of the two approximation models are aggregated based on the estimation confidence. A pre-defined number of solutions, including the centre of clusters, are re-evaluated by the user in each iteration. The newly evaluated individuals are to update the surrogate when evaluation error is larger than a pre-defined threshold. Potentially good individuals, for example, solutions having a higher estimated fitness value and a better estimation confidence or individuals which could increase the diversity of the population, should be selected for reproduction.

Jin et al. (2015) builds a local surrogate model for every solution. After a pre-defined number of generations, a database is formed, which includes $M$ individuals evaluated using original fitness function. To construct local models, each data point $s_i$ in the database is assigned to $k$ training sets $TD_i$, which consist of $k$ nearest solutions in the population of $s_i$. Each solution $x_i$ in the population has a dataset $TD_i$ which is used to build the local surrogate. When a new offspring is generated, $k$ local surrogates of its $k$ nearest solutions in the population are used to create an ensemble surrogate and offspring fitness value is estimated based on this ensemble surrogate.
In Bhattacharjee et al. (2016), all exact individual evaluations are recorded into a database to serve for building local surrogates. For each offspring, $k$ nearest neighbours in the database are used to construct approximation models. Multiple local surrogates are employed using different types of surrogate techniques including Radial Basic Function, Gaussian Process, and Polynomial Response Surface to predict the values of each objective and constraints and the best local surrogate among them is chosen. Mean square error (MES) is utilized to validate the fidelity of surrogates.

Lim et al. (2010) proposes a generalized framework for combining different surrogates in the evolutionary search to mitigate the negative effects introduced by the approximation error of the surrogates and to get benefits obtained by the use of surrogates. Each solution in the population simultaneously undergoes local searches using smoothing and aggregated surrogates. Surrogate $M_1$, which is an ensemble of $n$ surrogate models used, helps to reduce the negative impacts of inaccurate estimation of the surrogate. The smoothing surrogate model $M_2$, which transforms the function into one with fewer minima, therefore, increasing the convergence rate of the evolutionary search. The higher quality solution among locally improved individuals obtained from $M_1$ and $M_2$ is used to replace the initial individual. However, constructing multiple surrogates leads to increasing computational cost as well as the complexity of the model.

Recent studies clearly illustrated that the selection of surrogate techniques affects the performance of evolutionary search approaches, Lim et al. (2010). However, there are many approximation techniques available in the literature. Therefore, it is almost impossible to know which approximation technique is suitable for a problem if the knowledge about the problem landscape is limited. One technique, working successfully in an instance, might not work well on others, Goel et al. (2007), Acar and Rais-Rohani (2009). A number of researches have been carried out to assess and compare the performance of approximation techniques, Carpenter and Barthelemy (1992), Jin et al. (2001), T. Simpson and Mistree (1998). The results indicate that there is no clear conclusion about which model is definitely better to the others. More than one criterion should be considered when selecting an approximation model. Jin (2005) suggested that if the number of available samples is limited and the input space is highly-dimensional, a neural network is then recommended.
3.3.3 Surrogate Assisted Optimization in Transportation

To the best of our knowledge, traffic signal optimization using surrogate models is not common in the literature of current signal control approaches and there are few studies consider using surrogate in optimizing the traffic signal timing. Osorio and Bierlaire (2009) introduces an approximate queuing network model to optimize congested urban road network networks. This study focuses on fixed-time signal control for coordinated intersections. The interaction between flows on upstream and downstream roads is taken into account. Roads are mapped into sets of queues and finite capacity queueing theory is utilized to capture the interaction between consecutive roads. A set of nonlinear equations is formulated to describe the correlation between decision variables, exogenous parameters, for example, the route choice decisions and total demand or the topology of traffic network, and endogenous variables such as the probability and the capacities of spillbacks. This approach assumes that exogenous variables are fixed, which are not practical since urban traffic is highly dynamic and uncertain.

A surrogate model was constructed in Gil et al. (2018) using a fuzzy model to define the optimal cycle length and the green duration ratios. The optimization objective, which is traffic delay, was obtained from the Intelligent Driver Model based microscopic traffic simulator, which was developed at the authors’ department. A fuzzy model was constructed to the model the relationship between objective values (total delay time in this case) and related traffic parameters, for example, the green time ratio, the cycle length and traffic flows. A number of simulation runs were implemented to collect data describing the total delay time and its influential parameters. The fuzzy model was created based on this data. The position of the fuzzy sets of the new rule was optimized using PSO. To optimize the objective function, any optimization technique can help and PSO would be a straightforward option. The accuracy of the approximation model mainly depends on the data collected from the traffic simulator. If the data does not cover all different types of traffic flows, and traffic light cycle’s type, the fuzzy surrogate model would not be able to adequately replicate the relationship between the total delay time and its related traffic parameters, as a result, the approximation error would be high. Furthermore, it is well-known in the literature of surrogate-assisted optimization that the surrogate model should be used together with the traffic simulator to avoid false
optima. Therefore, a management model should be introduced to decrease the negative impact of the approximation error.

In conclusion, surrogate-assisted MOEAs are promising to reduce computational cost in traffic signal optimization problems. However, the management model is needed to use surrogates properly and effectively.

3.4 Conclusion

Traffic signal control systems have a big impact on travel costs and the environment. Traffic signal optimization is an importation approach to increase the effectiveness of the control system. The optimization of parameters of signal timing is a computationally complex problem and the measurement of objective values, such as delay time, flow, and travel time is one of the fundamental issues in this research area. Different methods have been used to solve this task and traffic simulators is one of the most popular tools. Although estimating objective value by using traffic simulators has several advantages, such as higher accuracy and flexibility to capture the dynamic of transport, the simulation run is very time-consuming. Computational time rises rapidly as the scale of the traffic network increases.

Multi-objective evolutionary algorithms are superior to traditional searching approaches and they have been widely used to produce optimal signal timings. However, population-based MOEAs have slow convergence speed and the computational time would be a burden when population-based MOEAs are combined with traffic simulators to address the traffic signal optimization problems. Therefore, a simulation-based multi-objective evolutionary algorithm, which can produce good results with limited population size, a small number of generations or a few numbers of objective evaluations would be desirable in traffic signal optimization problems.

Combining a local search and a global may accelerate the search to optima. Furthermore, local search also might help reduce the population size of evolutionary algorithms. Therefore, a hybrid of an evolutionary algorithm and a local search can improve the performance of traffic signal optimizations system.
Surrogates are approximate models which can be used to estimate objective values of solutions at a cheaper cost compared to original objective function. Surrogates has received increasingly interest in recent years. Surrogate-assisted MOEAs have been used for reducing computational cost of optimizing expensive problems. Consequently, surrogate-assisted MOEAs are promising for solving multi-objective traffic signal timing. Surrogate can be constructed using several approximation techniques. Surrogate should be combined with the original objective function, traffic simulators in case of traffic signal optimization problems, to reduce the computational cost while avoiding mislead the search to false optima.
Chapter 4

Methodology

4.1 Introduction

Multi-objective Evolutionary Algorithms (MOEAs) have been widely utilized in the traffic signal optimization problems in order to provide effective control methods for urban traffic networks which are highly complex, uncertain and dynamic. However, running MOEAs on traffic optimization problems is time-consuming (Shen et al. 2013). For example, with a small traffic simulation introduced in Bieker et al. (2015), it takes 25 seconds to run one simulation using a PC with Inter(R) Core(TM) i5-6500 CPU 3.2GHz. If the evolutionary process includes 20 generations and there are 60 solutions in the population, the number of solution evaluations needed is 1200 and therefore the traffic simulator has to run 1200 simulations. Consequently, the time to run simulations in the evolutionary process is about 8.3 hours. Furthermore, the computation time will rapidly rise as the scale of the traffic network increases, such as in road network size and number of vehicles. Consequently, in real-time traffic signal management where optimized solutions need to be provided in real time, optimization approaches which have the ability to provide good solutions at a reasonable processing time, especially at an early stage, is preferable. Anytime behavior of an algorithm is its ability to provide as good a solution as possible at any time during its execution and continuously improves the quality of the results as computation time increases. Therefore, optimization approaches for urban traffic signal control systems, which have good anytime behavior, are desirable. Moreover, in transportation optimisation, small population sizes are
inevitable for scenarios where processing capabilities are limited but require quick response times. Nevertheless, most existing algorithms are mainly focused on the quality of solutions at the end of the optimization process and population size has not been considered as an indicator when evaluating the effectiveness of an optimization algorithm. Therefore, NS-LS has been introduced which is a multi-objective optimization strategy to improve anytime behavior and which can work effectively with various population sizes. Furthermore, local search is integrated into the evolutionary search to accelerate the convergence rate.

The multi-objective optimization for traffic signal control system using traffic simulators is computationally expensive. Therefore, a surrogate model is constructed to estimate the fitness value of candidate solutions and this model is used together with SUMO to eliminate the false optimum. SA-LS, which is an enhancement of NS-LS, is introduced for traffic signal optimization problems. The number of traffic simulator-based evaluations is reduced, as a result, the number of generations will be increased. Therefore, anytime behaviour of SA-LS would be improved.

This chapter is organized as follows: Section 4.2 describes the motivation and the flow of the local search method while the framework and design of NS-LS are provided in Section 4.3. The construction process and updating rules of the surrogate model are shown in Section 4.4. Fitness evaluation scheme is introduced in Section 4.5. Details of SA-LS algorithm are provided in Section 4.6 and Section 4.7 concludes the chapter.

4.2 The local search strategy

A local search strategy is introduced to improve anytime behaviour of the evolutionary algorithm for traffic signal optimization problems. Firstly, this section explains how neighbours are created from a candidate solution and reference solutions. Afterwards, the local search method is provided in the second part of this section.
4.2.1 Creating neighbours of a solution

There are many neighbours surrounding a solution and choosing appropriate neighbours to evaluate is critical in local search strategies. Given a solution $R_i^{(t)}$ in $j^{th}$ subpopulation, $R_u^{(t)}$ and $R_v^{(t)}$ are two solutions selected from front $F_1$ and $F_2$ sorted from the population using a non-dominated sorting algorithm. The neighbour $nb_{R_i^{(t)}}$ of solution $R_i^{(t)}$ is defined using the following formula:

$$nb_{R_i^{(t)}} = R_i^{(t)} + \alpha \ast (R_u^{(t)} - R_v^{(t)})$$  \hspace{1cm} (4.1)

where $\alpha$ is a perturbation index which complies with Gaussian distribution $N(\mu, \sigma^2)$, where $\sigma$ and $\mu$ are the standard deviation and mean values of the Gaussian probability distribution, respectively. If $\mu$ is set too large, it would magnify $(R_u^{(t)} - R_v^{(t)})$ value which would, in turn, affect the convergence of the algorithm. Similarly, if $\sigma$ is too big, the value of $\alpha$ will be too big or too small, thus affecting the convergence speed of the search (Chen et al. (2015)). On the other hand, if $\sigma$ is set too small, the effectiveness of perturbation would not be observable.

4.2.2 Motivation of the local search method

Suppose that we have two reference solutions $R_u^{(t)}$ and $R_v^{(t)}$, a neighbour $nb_{R_i^{(t)}}$ of solution $R_i^{(t)}$ is created using formula 4.1. An example of a neighbour creation is illustrated in Figure 4.1 with $\alpha = 0.5$. There are two worthwhile conclusions drawn from this neighbour creation as the following:

1. The direction from $R_i^{(t)}$ to its neighbour $nb_{R_i^{(t)}}$ is the same with the direction from $R_u^{(t)}$ to $R_v^{(t)}$.
2. The distance between $R_i^{(t)}$ and $nb_{R_i^{(t)}}$ is proportional to the length of $(\vec{R}_u^{(t)} - \vec{R}_v^{(t)})$ and it also depends on the parameter $\alpha$.

From the above conclusions, another observation is made. If the following conditions:

1. $R_u^{(t)}$ dominates $R_v^{(t)}$;

Figure 4.1: The neighbour creation: a neighbour $nb_{R_i}$ is created from solution $R_i$ based on two other reference solutions $R_u$ and $R_v$ using equation 4.1 with $\alpha = 0.5$.

2. $R_u$, $R_v$, and $R_i$ are close enough or they are in the same local area.

are satisfied, the direction from $R_v$ to $R_u$ would be the direction from one point to a better point, as a result, neighbour $nb_{R_i}$ would dominate solution $R_i$ and the neighbour $nb_{R_i}$ would be closer to a local optimum.

From the above reason, we introduce a new local search method, which can predict a potential search direction to quickly find a superior neighbour. The population is classified into several subpopulations and neighbour is created using candidate and reference solutions in the same subpopulation. Furthermore, the reference solutions are selected from the first and second non-dominated fronts. Therefore, the two conditions mentioned above are satisfied, and as a result, the neighbour is likely to be better than the original solution. Details of the proposed local search algorithm is introduced in the next section.

4.2.3 The flow of the proposed local search

The pseudo code of this new local search algorithm is illustrated in Algorithm 2 and its procedure is outlined in the following:
Algorithm 2 The pseudo code of the local search algorithm

1: **Input:** population $R(t)$ including $2N$ solutions.
2: **Output:**
4:   2. $L_{\text{temp}}$ containing solutions evaluated by SUMO during the local search process.
5: **Procedure:**
6:   $L_{\text{temp}} = \emptyset$
7:   Sorting $R(t)$ into a number of different non-dominated fronts $F_i$, $i = 1, 2, \ldots$
8:   Cluster $R(t)$ into $J$ sub-populations using a $k$-means algorithm.
9:   **For** $j^{(th)}$ sub-population ($j \in [1, J]$):
10:      $SUP_1 = \emptyset$, $SUP_2 = \emptyset$
11:      $L_{\text{sub}}^j$ is the length of $j^{(th)}$ sub-population.
12:      **For** $k^{(th)}$ solution in $j^{(th)}$ sub-population ($j \in [1, L_{\text{sub}}^j]$):
13:         **If** $k^{(th)}$ solution belongs to $F_1$ **then**
14:            $SUP_1 \leftarrow k^{(th)}$ solution.
15:         **If** $k^{(th)}$ solution belongs to $F_2$ **then**
16:            $SUP_2 \leftarrow k^{(th)}$ solution.
17:         **If** $|SUP_1| \geq 2$ and $|SUP_2| \geq 1$ **then**
18:            Select one solution $R(t)$ belonging to $SUP_1$.
19:            Select one solution $R_{i_k}(t)$ belonging to $SUP_1$ and one solution $R_{i_v}(t)$ in $SUP_2$.
20:            Create a neighbour $nb_{R(t)}$ of $R(t)$ using formula 4.1.
21:            Assign a fitness value for the neighbour $nb_{R(t)}$.
22:      $L_{\text{temp}} \leftarrow$ solutions evaluated by SUMO during the local search.
23:      $R(t) \leftarrow nb_{R(t)}$.
24:   **End For**
25:   Sorting $R(t)$ into different non-dominated fronts $F_i$, $i = 1, 2, \ldots$
26:   $P^{(t+1)} \leftarrow \emptyset$, $i \leftarrow 0$
27:   **Until** $|P^{(t+1)}| + |F_i| \leq N$:
28:      $P^{(t+1)} \leftarrow P^{(t+1)} \cup F_i$
29:      $i \leftarrow i + 1$
30: **End Until**
31: **Crowding-sort**($F_i, <_c$)
32: **Descending-order-sort**($F_i$)
33: $P^{(t+1)} \leftarrow P^{(t+1)} \cup F_i[1 : (N - |P^{(t+1)}|)]$
34: **Return:** $P^{(t+1)}$ and $L_{\text{temp}}$

**Step 1:** Classify a population $R(t)$ to a number of non-dominated fronts $F_i$, $i = 1, 2, \ldots$ using a non-dominated sorting algorithm.

**Step 2:** Cluster $R(t)$ into $J$ sub-populations on the decision variable space using a $k$-means algorithm. This helps determine neighbouring solutions of a particular solution.

**Step 3:** For each sub-population:
• **Step 3.1**: Select all solutions which belong to both the current sub-population and front $F_1$. These selected solutions are then reserved in $SUP_1$.

• **Step 3.2**: Create a set $SUP_2$, which includes solutions belong to both the current sub-population and front $F_2$.

• **Step 3.3**: If there are more than 2 solutions in $SUP_1$, randomly select one solution $R^{(t)}_i$ and another individual $R^{(t)}_u$ in $SUP_1$.

• **Step 3.4**: Randomly select one solution $R^{(t)}_v$ in $SUP_2$.

• **Step 3.5**: Create a neighbour $nb_{R^{(t)}_i}$ of $R^{(t)}_i$ using formula 4.1. $R^{(t)}_u$ dominates $R^{(t)}_v$ as $R^{(t)}_u$ and $R^{(t)}_v$ belong to $F_1$ and $F_2$ respectively. Furthermore, $R^{(t)}_i$, $R^{(t)}_u$, and $R^{(t)}_v$ are close together as they are all in the current sub-population. Thus $nb_{R^{(t)}_i}$ is likely to be superior to $R^{(t)}_i$.

• **Step 3.6**: Assign a fitness value for the new created neighbour $nb_{R^{(t)}_i}$ using SUMO.

• **Step 3.7**: Add $nb_{R^{(t)}_i}$ to $R^{(t)}$.

**Step 4**: Non-dominated sort $R^{(t)}$ into different fronts $F_i$, $i = 1, 2, \ldots$.

**Step 5**: Replace the population $P^{(t+1)}$ by $N$ best solutions selected from $R^{(t)}$ using their rank and crowding distance. Return $P^{(t+1)}$ and $L_{temp}$ as the output of the local search procedure.

As we can see from the above procedure that the search direction in the proposed local search method is not randomly chosen. A potential direction is selected before starting the searching process, by only selecting $R^{(t)}_u$ in front $F_1$ and $R^{(t)}_v$ in front $F_2$. As a result, the chance to immediately find out a superior neighbour from the first search would be increased. Moreover, the neighbour $nb_{R^{(t)}_i}$ is not only compared to $R^{(t)}_i$ but also all solutions in $R^{(t)}$ and other neighbours newly created in the local search process. Consequently, the elitism of the algorithm is conserved and no good solutions are missed once they are found.
4.3 NS-LS algorithm

In this section, NS-LS, which is an evolutionary algorithm for traffic signal optimization, is proposed to improve anytime behaviour. NS-LS uses the local search method introduced in the previous section to accelerate the convergence rate of the search, therefore, the anytime behaviour of the algorithm will be increased. The architecture, framework and the flow of NS-LS are described in the following.

4.3.1 Overview of NS-LS

NS-LS is a simulation-based optimization algorithm proposed for traffic signal control. It includes an optimizer and a traffic simulator which is used to evaluate the performance of solutions generated by the optimizer. The overall framework of NS-LS is illustrated in Figure 4.2. This study uses SUMO to simulate traffic scenarios and return the results of traffic parameters needed to calculate the objective values. The optimizer and SUMO are connected through TraCI, which stands for Traffic Control Interface. TraCI uses a TCP based client/server architecture to provide access to SUMO. Whenever the optimization model needs to estimate the fitness value of a solution using SUMO, it has to send a request to SUMO, which acts as a server, to establish a connection. The traffic network and origin/destination (O/D) matrix of the traffic scenario are loaded into SUMO. The solution needed to be evaluated is sent from the optimizer to SUMO.
Non-dominated sorting evolutionary algorithm with Local Search (NS-LS) is an algorithm for traffic signal optimization problem based on Elitist Non-dominated Sorting Genetic Algorithm (NSGA-II) and local search. NSGA-II is a well-known multi-objective optimization algorithm and is an instance of an Evolutionary Algorithm which was proposed by K. Deb and his students in 2002. NSGA-II is chosen because of the following reasons:

1. NSGA-II provides a superior performance compared to other multi-objective evolutionary strategies, Sun et al. (2003).
2. Deb, Pratap, Agarwal and Meyarivan (2002) pointed out that NSGA-II, in most problems, can find a set of solutions, which has a wider spread distribution and a better convergence rate compared to Pareto-archived evolution strategy and strength-Pareto evolutionary algorithm.

3. In NSGA-II, the original sorting algorithm used in NSGA is replaced by a fast non-dominated sorting approach, therefore, reducing the computational complexity of NSGAII.

The flowchart of the proposed NS-LS algorithm is shown in Figure 4.3. NS-LS contains two parts: the main iterative process and the local search. Introduction to these two components are provided in the following.

The main iterative process, which is on the left of the flowchart, utilises NSGA-II’s evolutionary process to move a population of candidates towards the optimal front which is defined as the non-dominated set of the entire feasible search space. An initial population is randomly generated in the beginning of the optimization process, and this population undergoes a number of generations. In each generation, new offspring are created using selection and reproduction operators. ($\mu + \lambda$) evolution strategy, which the fittest individuals are selected from $\lambda$ parents and $\mu$ children, is utilized in NSGA-II to prevent the loss of good solutions found during the optimization process. Consequently, all the best solutions from parents and children would have chances to be chosen to be cloned to the next iteration. This iterative process is stopped when termination conditions are satisfied and the result of NS-LS are high performing individuals selected in the last generation.

The local search dashed box of the flowchart in Figure 4.3 has been integrated into NS-LS to speed up the convergence rate of the search. The population is classified into a number of small groups and the local search is employed to find superior neighbours in these local areas. Consequently, the population would move more quickly toward the optimal front. As a result, anytime behaviour of NS-LS is likely to be improved.

4.3.2 The flow of NS-LS

The pseudo code of the proposed algorithm NS-LS is given in Algorithm 3. From the input of the algorithm, which is the population size $N$, an initial population $P^{(0)}$
Algorithm 3 The pseudo code of NS-LS

1: Input: Population size $N$
2: Procedure:
3: $t \leftarrow 0$
4: $Q^{(t)} \leftarrow \emptyset$
5: $P^{(t)} \leftarrow \text{Random-population()}$
6: Evaluate($P^{(t)}_i$), $i \in N$
7: while not Termination-condition() do
8:     $a_1 = [1, 2, \ldots, N]$ // $a_1$ is an array including $N$ items from 1 to $N$.
9:     $a_2 = [1, 2, \ldots, N]$ // $a_2$ is an array including $N$ items from 1 to $N$.
10:     for ($k = 0; k < N; k += 1$) do
11:         rand = rnd($k$, $N - 1$) // a random number in range $k$ and $N - 1$.
12:         swap($a_1[k], a_1[\text{rand}]$)
13:         swap($a_2[k], a_2[\text{rand}]$)
14:     end for
15:     for ($k = 0; k < N; k += 4$) do
16:         parent1 = tournament($P^{(t)}_{a_1[k]}, P^{(t)}_{a_1[k+1]}$)
17:         parent2 = tournament($P^{(t)}_{a_1[k+2]}, P^{(t)}_{a_1[k+3]}$)
18:         crossover(parent1, parent2, $Q^{(t)}_k$, $Q^{(t)}_{k+1}$)
19:     end for
20:     for ($k = 1; k \leq N; k += 1$) do
21:         mutation($Q^{(t)}_k$)
22:     end for
23:     Evaluate($Q^{(t)}_i$), $i \in N$
24:     $R^{(t)} \leftarrow P^{(t)} \cup Q^{(t)}$
25:     Sorting $R^{(t)}$ into different non-dominated fronts $F_i$, $i = 1, 2, \ldots$
26:     local-Search($R^{(t)}$)
27:     Re-sorting $R^{(t)}$ into different non-dominated fronts $F_i$, $i = 1, 2, \ldots$
28:     $P^{(t+1)} \leftarrow \emptyset$, $i = 0$
29:     Until $|P^{(t+1)}| + |F_i| < N$ : --- is defined as the length of an array.
30:         $P^{(t+1)} \leftarrow P^{(t+1)} \cup F_i$
31:         $i \leftarrow i + 1$
32:     End Until
33:     Crowding-sort($F_i$, $<_c$)
34:     Descending-Order-Sort($F_i$)
35:     Select first $(N - |P^{(t+1)}|)$ solutions in $F_i$ and insert them into $P^{(t+1)}$
36:     $t \leftarrow t + 1$
37: end while
38: Return $P$.

including $N$ individuals is randomly generated (line 5 in Algorithm 3). Each solution $P_i^{(0)}$ is represented as a vector including $n$ variables. Each variable contains a green
duration of a phase in a traffic light cycle. Details of the solution representation are explained in the next section. Each solution is assigned a fitness value using a traffic scenario simulated by SUMO. SUMO simulates the traffic network using traffic light durations, contained in a solution, to estimate the objective values, such as traffic flow or delay time.

This initial population $P^{(0)}$ undergoes a transformation through a number of generations until the terminating conditions are satisfied. In $t^{(th)}$ iteration, the population $P^{(t)}$ is processed as follows:

**Step 1** (lines 8 - 22): The binary tournament selection scheme and the crowded tournament selection operator are utilised to choose individuals for reproduction. Recombination and mutation operators are then used to produce children population $Q^{(t)}$ including $N$ solutions from solutions.

**Step 2** (line 27): Evaluate and assign the fitness value for offspring in $Q^{(t)}$ using SUMO.

**Step 3** (lines 28 - 29): The elitism scheme is applied to keep the best solutions for the next generation. Both $P^{(t)}$ and $Q^{(t)}$ are taken into consideration to guarantee that no good solution is missed once it is found. A population $R^{(t)}$ including $2N$ solutions is created by combining parent and offspring populations. $R^{(t)}$ is then classified into a different non-dominated fronts $F_i, i = 1, 2, \ldots$ using a non-dominated sorting algorithm, for example Efficient Nondominated Sort (ENS), Zhang et al. (2015) and Efficient Non-dominination Level Update Method (ENLU), Li et al. (2017). The algorithm utilized in this study is ENS. Minimization of objective functions is assumed. Each individual in $R^{(t)}$ is allocated a rank equal to the level of the non-dominated front where it belongs to (1 is the best level), therefore, every solution in a front has the same rank. Solutions in a front which has a smaller rank dominate individuals in fronts which have larger ranks.

**Step 4** (line 30): To improve anytime behaviour of NS-LS, a local search method is applied to $R^{(t)}$. Firstly, $R^{(t)}$ is classified into $J$ sub-populations using a k-mean algorithm. For each subpopulation, one neighbour is then created using three solutions belonging to fronts $F_1$ and $F_2$. Consequently, $J$ neighbours have been created in this step. These new individuals found by the local search are then included into $R^{(t)}$. Thus the size of $R^{(t)}$ has been increased.
Step 5 (line 31): $R^{(t)}$ is then sorted using a non-dominated sorting algorithm. New population $P^{(t+1)}$ is filled up by $N$ best solutions chosen from $R^{(t)}$ based on their ranks. Firstly, $P^{(t+1)}$ takes solutions from front $F_1$. If the size of $F_1$ is smaller than $N$, $P^{(t+1)}$ gets all individuals of $F_1$ and fills in its missing places by taking solutions in $F_i, i = 2, 3, ...$. This procedure is terminated if $|P^{(t+1)}| + |F_i| > N$.

Step 6 (lines 32 - 39): Perform the crowding distance assignment procedure described later in algorithm 4 and include the most widely spread $(N - |P^{(t+1)}|)$ solutions from sorted $F_i$ to $P^{(t+1)}$. Consequently, diversity among non-dominated solutions is conserved.

Step 7: If the termination conditions are satisfied, the search process is terminated and returns $P^{(t+1)}$ as the output of NS-LS. If not, the search process repeats steps 1-6 using population $P^{(t+1)}$ in the next iteration.

It is worth to mention that the sorting procedure to divide $R^{(t)}$ into several non-dominated fronts in step 4 and the process to fill up $P^{(t+1)}$ can be implemented together. When a non-dominated front is found, the number of solutions in this front can be used to determine if it can be included in $P^{(t+1)}$. Consequently, the running time of the algorithm would be reduced.

4.3.3 Design of the evolutionary search

4.3.3.1 Chromosome Representation

Representation of a solution is illustrated in Figure 4.4. In this study, the proposed methodology aims to optimize the green duration of every stage in the signal plan of the signalized intersection to get the best objective values of the simulated traffic scenario, such as traffic flow and delay. A chromosome is represented as $X = (g_1, g_2, ... g_n)$ including $n$ variables indicating green duration of $n$ phases of the signal cycle. The optimization problem can be represented as follows:
\[
\min / \max \ f_m(X), \ m \in [1, M] \quad (4.2)
\]

where \( M \) is the number of objectives in the optimization problem. Each objective \( f_m \) can be maximized or minimized. Each element \( g_i \) of the vector \( X \) contains a positive integer, so real-number encoding is chosen in this study. The constraints and ranges of these variables are provided in Equations 4.3-4.6.

\[
C = \sum_{i=1}^{n} g_i + \sum_{i=1}^{n} I_i \quad (4.3)
\]

The cycle length \( C \) is calculated using Equation 4.3 as the sum of all the green durations \( g_i \) and inter-green times \( I_i \). The range of \( C \) is defined in Equation 4.4, where \( C_{\text{min}} \) and \( C_{\text{max}} \) are minimum and maximum values of \( C \), respectively.

\[
C_{\text{min}} < C < C_{\text{max}} \quad (4.4)
\]

The range of each green duration variable \( g_i \) is defined in 4.5:

\[
g_i^{\text{min}} < g_i < g_i^{\text{max}}, i \in (1, n) \quad (4.5)
\]

The minimum cycle length \( C_{\text{min}} \) is determined by the total of the minimum green durations and inter-green times of all phases in a cycle, as shown in Equation 4.6.

\[
C_{\text{min}} = \left( \sum_{i=1}^{n} g_i^{\text{min}} \right) + \sum_{i=1}^{n} I_i \quad (4.6)
\]

In this study, to set ranges for these variables, we follow the guidelines of the Highway Capacity Manual (HCM) 2010, Board (2010). The recommended values for minimum and maximum of green duration are 15 and 60 seconds, respectively. The inter-green time value is 3 seconds for each phase. The maximum cycle length \( C_{\text{max}} \) is frequently set to 120 seconds and it can take a value of 140 seconds in some exceptional conditions, Teply et al. (2008), Board (2010) recommends that the cycle length should take a minimum of 40 seconds or 60 seconds if pedestrians are included in the traffic control.
Algorithm 4 The pseudo code of Crowding distance assignment procedure Crowdsort($F_i, \prec_c$), code reproduced from Deb (2008)

1: **Input:** $F_i$: front needed to assign crowding distance.
2: **Procedure:**
3: Step 1: set the number of solutions in $F_i$ is $l$, $l := |F_i|$. For each solution in $F_i$, assign its initial crowding distance $d_i := 0$.
4: Step 2: for each subject function $f_m, m \in [1, M]$, sort the solutions in $F_i$ in descending order of $f_m$: $I^m = \text{sort}(f_m, \prec_c)$.
5: Step 3: for $m \in [1, M]$
6: 1. Allocate a large crowding distance to the boundary solutions: $d_{I^m_1} = d_{I^m_l} = \infty$.
7: 2. For other solutions $j = 2$ to $(l - 1)$: $d_{I^m_j} = d_{I^m_j} + \frac{f_m(I^m_{j+1}) - f_m(I^m_{j-1})}{f_{\max}^m - f_{\min}^m}$
8: **Return** Crowding distance of solutions in front $F_i$

system. However, pedestrians are not considered in this study, therefore, the minimum cycle length value is set to be 40 seconds while the maximum cycle length is 120 seconds.

### 4.3.3.2 Selection and Reproduction Operators

**A. The crowded tournament selection operator** $\prec_c$: Suppose that we need to compare two solution $P^t_i$ and $P^{(t)}_j$, the crowded tournament selection operator $\prec_c$ is described as follows:

- **Step 1**: Check the dominance relation between $P^t_i$ and $P^{(t)}_j$ and assign a crowding distance to each solution using the crowding distance assignment procedure in Algorithm 4.

- **Step 2**: Select the winner of the tournament using following rules:
  - If there exists one solution dominating the other: the one which dominates the other is the winner.
  - If these solutions are non-dominated: the one with better crowding distance becomes the winner of the tournament.

The first rule is used to guarantee that the chosen solution is the better solution which lies on a better non-dominated front. If two solutions are non-comparable as they are in the same front, the second rule is used to select the one residing in a less crowded area.

**B. Selection strategy**: binary tournament selection and crowded tournament selection operator are used to choose better solutions for reproduction as it is a useful and robust
selection method. Two solutions are randomly picked up and the better one is selected based on the tournaments. The chosen individual is then archived in the mating pool. Two other individuals are chosen and the better one is selected to fill in the mating pool. This process is iteratively carried out until the mating pool is full and each solution exactly participates in two tournaments.

Each solution $P_i^{(t)}$ has two attributes:

1. A rank $r_i$ determined by front $F_i$ where $P_i^{(t)}$ belongs.

2. A crowding distance $d_i$ measures the search area around solution $P_i^{(t)}$ which does not accommodate any other solution.

The search space surrounding a solution which is not occupied by any other solutions is measured by the crowding distance. If this distance is large, it means that this solution is far from other solutions and vice versa. Evolutionary algorithms always try to find a set of solutions which are as diverse as possible to guarantee to have a good set of trade-off individuals among objectives. Consequently, solutions which have large crowding distance are preferable to reserve the diversity of the population.

B. Reproduction operators: Simulated Binary Crossover (SBX) is a commonly-used real-parameter recombination operator, introduced by Deb and his student in 1995, Deb and Agrawal (1995). Compared to other real-parameter crossover operators, SBX performs well in most continuous optimization problems. This crossover creates two offsprings from two parents. Children created by SBX tend to be closer to their parents and the spread of the children is proportional to that of the parent solutions, Deb (2008). As a result, SBX gives evolution strategy self-adaptive power. Consequently, SBX is adopted to create offsprings in this study. Another reproduction operator utilized in this study is Polynomial Mutation (PLM) which is one of the most widely used mutation operators. PLM can sample the entire search space of the decision variable even though the value to be mutated is close to one of the boundaries. PLM is able to sample the entire search space of the decision variable although the value of the variable to be mutated is near to the boundaries. Furthermore, big jumps in variable search space are permitted in PLM, as a result, the evolutionary search has better chances of getting out of a local optimum and can adjust an individual near the boundary, Hamdan (2010). Details of SBX and PM are explained as follows:
The procedure of computing two children $x_i^{(t+1)}$ and $x_j^{(t+1)}$ from their parents $x_i^{(t)}$ and $x_j^{(t)}$ using SBX is described as follows:

- **Step 1**: using uniform random algorithm to randomly create a number $u_i \in [0, 1]$.

- **Step 2**: the ordinate $\beta_{qi}$ is calculated using a specified probability distribution function, so that the area under the probability curve from 0 to $\beta_{qi}$ is equal to $u_i$ and $\beta_{qi}$ is computed using the following equation:

  $$\beta_{qi} = \begin{cases} 
  (2u_i)^{\frac{1}{\eta_c+1}}, & \text{if } u_i \leq 0.5; \\
  \left(\frac{1}{2(1-u_i)}\right)^{\frac{1}{\eta_c+1}}, & \text{otherwise.} 
  \end{cases}$$

  (4.7)

- **Step 3**: after obtaining $\beta_{qi}$, the children are then calculated using the following equations:

  $$x_i^{(t+1)} = 0.5[(1 + \beta_{qi})x_i^{(t)} + (1 - \beta_{qi})x_j^{(t)}]$$

  (4.8)

  $$x_j^{(t+1)} = 0.5[(1 - \beta_{qi})x_i^{(t)} + (1 + \beta_{qi})x_j^{(t)}]$$

  (4.9)

where $\eta_c$ is the distribution index and it is a user-specified parameter with any non-negative real value. The larger the distribution index, the higher the probability for generating “near-parent” solutions. If $\eta_c$ gets a small value, it is likely that offspring will be created far from their parents. Furthermore, for a fixed $\eta_c$, the distance between offspring is proportional to that of their parents:

$$\beta_{qi}(x_i^{(t)} - x_j^{(t)}) = (x_i^{(t+1)} - x_j^{(t+1)})$$

(4.10)

This property of SBX is very important as the solutions are randomly placed at the beginning of the evolutionary search, therefore, children can be created anywhere in the search area. When the population converges to local areas, far-distance offspring are not allowed because the search needs to focus on these narrow regions, Deb (2008).

**Polynomial Mutation**: PM also uses a probability distribution to alter values of decision variables in individuals, Deb and Goyal (1996). Each decision variable in a solution has a mutation probability $P_m$ and it is recommended that $P_m = \frac{1}{n}$ where $n$ is the number
of decision variables, as a result, one variable gets mutated per offspring on an average. For a given variable $x_i^{(t+1)}$, the mutated variable $y_i^{(t+1)}$ is created using the following procedure:

- **Step 1**: a random number $rand$ within $[0, 1]$ is drawn.

- **Step 2**: if $rand > P_m$ then $x_i^{(t+1)}$ is not mutated and this procedure is terminated. If $rand \leq P_m$ then:
  
  - another random number $r_i$ within $[0, 1]$ is created.
  
  - either of two parameters $\tilde{\delta}_L$ and $\tilde{\delta}_R$ are calculated from the polynomial probability distribution, as follows:
    
    $$
    \tilde{\delta}_L = (2r_i)^{\frac{1}{\eta_m+1}} - 1, \quad \text{if } r_i \leq 0.5,
    $$
    $$
    \tilde{\delta}_R = 1 - [2(1 - r_i)]^{\frac{1}{\eta_m+1}}, \quad \text{if } r_i > 0.5.
    $$(4.11)

- **Step 3**: The mutated variable is then created, as follows:

  $$
  y_i^{(t+1)} = x_i^{(t+1)} + \tilde{\delta}_L(x_i^{(t+1)} - x_i^{(L)}), \quad \text{for } r_i \leq 0.5,
  $$
  $$
  y_i^{(t+1)} = x_i^{(t+1)} + \tilde{\delta}_R(x_i^{(U)} - x_i^{(t+1)}), \quad \text{for } r_i > 0.5.
  $$

  where $x_i^{(U)}$ and $x_i^{(L)}$ are upper and lower bounds of $x_i^{(t+1)}$, respectively.

Distribution index $\eta_m$ is a user-defined index parameter, which can take any non-negative value, and Deb and Agrawal (1995) has found that a value from 20 to 100 of $\eta_m$ is adequate in most problems that they have tested. $\eta_m$ determines the shape of the offspring distribution as it procedures distant offspring from the parent when it has small values and vice versa. There is a scope for crossover and mutation probabilities to be adapted and better ones could be found. However, this is not part of this study and have therefore been fixed to 0.9 and 0.1, respectively.

### 4.4 The surrogate model

As mentioned earlier that multi-objective optimization for traffic signal control systems using traffic simulators is computationally expensive. It means that it is time-consuming
to evaluate and assign the fitness value to an individual, which mainly depends on the number of fitness evaluations and the running time of traffic simulators. The latter one is determined by the scale of the traffic network and it is not considered in this work. Although NS-LS may work effectively in various conditions, the computational cost reduction is not considered in NS-LS. Consequently, we construct a surrogate model to estimate the fitness value of candidate solutions in the optimization process.

### 4.4.1 Constructing a surrogate model

#### 4.4.1.1 Choosing the model

Feedforward Neural Networks (FNNs), also known as Deep Feedforward Networks or Multi-layer Perceptrons are suitable for modelling relationship between input variables and responses. FNNs have been widely used for a variety of approximation tasks. Therefore, an FNN is utilized to build the surrogate model in this work. The employed FNN includes one input layer, two hidden layers, and one output layer. The structure of the surrogate is illustrated in Figure 4.5.

The input layer includes $n$ nodes corresponding to $n$ phases of the signal cycle. $i^{(th)}$ input node receives a positive integer value indicating the green duration of $i^{(th)}$ phase. The output layer consists of $m$ nodes, where $m$ is the number of objective functions. The activation function deployed in this work is the sigmoid function:

$$\phi(z) = \frac{1}{1 + e^{-az}} \quad (4.13)$$

where $a$ is a constant. An example of sigmoid function with $a = 4$ is plotted in Figure 4.6. The output of the sigmoid function is always between zero and one.

The other hyperparameters, such as the number of neurons in each hidden layer and the learning rate, are determined by grid-search and cross-validation techniques which are described in the next section.
4.4.1.2 The training algorithm

The surrogate model is trained by Resilient Back Propagation Algorithm (RPROP). RPROP, introduced by Riedmiller and Braun (1993), is an efficient learning algorithm and considered as a well performing algorithm in terms of convergence speed, accuracy, and robustness. This learning algorithm directly adjusts the weight step based on the local gradient information. Each weight $w_{ij}$ of the link from node $i$ to node $j$ has its individual update-value $\Delta_{ij}$ and is calculated as follows:
\[ \Delta_{ij}^{(t)} = \begin{cases} 
\eta^+ \Delta_{ij}^{(t-1)}, & \text{if } \frac{\partial E}{\partial w_{ij}}^{(t-1)} > 0 \times \frac{\partial E}{\partial w_{ij}}^{(t)} > 0 \\
\eta^- \Delta_{ij}^{(t-1)}, & \text{if } \frac{\partial E}{\partial w_{ij}}^{(t-1)} \times \frac{\partial E}{\partial w_{ij}}^{(t)} < 0 \\
\Delta_{ij}^{(t-1)}, & \text{else} 
\end{cases} \tag{4.14} \]

where \(0 < \eta^- < 1 < \eta^+\) and \(E\) is the error produced by the training data. Size of the weight-update is determined by the update-value using the following rule:

\[ \Delta w_{ij}^{(t)} = \begin{cases} 
-\Delta_{ij}^{(t)}, & \text{if } \frac{\partial E}{\partial w_{ij}}^{(t)} > 0 \\
+\Delta_{ij}^{(t)}, & \text{if } \frac{\partial E}{\partial w_{ij}}^{(t)} < 0 \\
0, & \text{else} 
\end{cases} \tag{4.15} \]

The number of learning steps in RPROP is significantly reduced in comparison to the original gradient-descent procedure. RPROP is fast, accurate, and easy to implement. Therefore, RPROP is a promising choice for training neural networks for applications having time related constraints.

### 4.4.1.3 The error function

The training data are used to train the surrogate. The input is passed through the network and the corresponding output is obtained from the network. The difference between the estimated output and the actual output is then calculated. This error is used to adjust the weights and bias of the neurons so that the error decrease gradually. A typical error functions for a learning algorithm is the mean square error (MSE) of the difference between the actual outputs and the outputs obtained from training samples. It is defined as follows:

\[ E = \frac{1}{|L|} \sum_{p=1}^{|L|} e_p \tag{4.16} \]

where \(|L|\) is the number of evaluated solutions using for training the surrogate and \(e_p\) is the error of \(p^{(th)}\) sample, which is calculated by the following formula:
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Figure 4.7: Grid search for hyperparameter fine-tuning.

$$e_p = \frac{1}{2} \sum_{m=1}^{M} ||\hat{y}_m - y_m||^2$$

where $M$ is the number of outputs, $\hat{y}_m$ is the $m^{(th)}$ output of estimated by the approximation model and $y_m$ is $m^{(th)}$ expected output.

### 4.4.1.4 Hyperparameter tuning

Hyperparameter optimization or tuning is used to find an optimal set of hyperparameters for a machine learning algorithm. This optimal set can produce a model which minimize a predefined loss function on the given data. Grid search is a traditional technique for optimizing hyperparameters. It is an exhausted search which tests all possible combinations of hyperparameters. Although computational time of grid search may be longer than other techniques, it can be easily parallelized as each combination of these hyperparameters are independent. Furthermore, the number of hyperparameters as well as the number of solutions in the database $L$ is are relatively small. Consequently, grid search is used to optimize hyperparameters in this research. An example of a grid search for two hyperparameters is illustrated in Figure 4.7, where the first hyperparameter includes $P$ values while the second hyperparameter consists of $Q$ values.

The n-fold cross-validation technique is utilized in the fine-tuning procedure to overcome under-fitting and over-fitting problems. The progress of the cross-validation progress is
Algorithm 5: The pseudo code the hyperparameter tuner using grid searching where $L$ is the database consisting solutions evaluated by SUMO, $H$ is a set of hyperparameters.

1: Procedure:
2: $n=5$
3: Divide $L$ into $n$ equal parts $L_1, L_2, \ldots, L_n$
4: $A \leftarrow$ Machine learning algorithm.
5: for each $\theta$ in the $H$ do
6: for $i=1$ to $n$ do
7: $M_{i,\theta} = A(L \setminus L_i, \theta)$
8: $E_i = L(M_{i,\theta}, L_i)$
9: end for
10: $E(\theta) = \frac{1}{n} \sum_{i=1}^{n} E_i$
11: end for
12: $\theta_{\text{best}} = \min(E(\theta))$
13: $M_{\theta_{\text{best}}} = A(L, \theta_{\text{best}})$

illustrated in Figure 4.8. The training data is divided into $n$ roughly equal parts. For each $i^{(th)}$ part, $i \in [1, n]$, keep this part as a test dataset and take the remaining parts as the cross-validation training set. Train the surrogate model using the cross-validation training set. Evaluate the model using the validation dataset to obtain an error $E_i$ of the model. The cross-validation error $E_c$ of the model is the average value of $E_i$, $i \in [1, n]$:

$$E_c = \frac{1}{n} \sum_{i=1}^{n} E_i \quad (4.18)$$

There is no formal rule for choosing the value of $n$. As $n$ gets larger, the bias of the technique becomes smaller, Kuhn and Johnson (2013). A value of $n$ equal to 5 or 10 is recommended as 5-fold and 10-fold cross-validations are proved to work effectively in most cases. In this research, $n = 5$ is selected for the cross-validation.
The pseudo code of the hyperparameter tuner is illustrated in Algorithm 5. \( H \) is a set of hyperparameters needed to be fine-tuned and \( L \) is the database consisting all solutions already evaluated by SUMO in the previous generations. Grid search and cross-validation techniques are then used to evaluate every possible combination of those values. The combination of hyperparameters which produces the lowest error is chosen for the overall structure of the surrogate model. The procedure of the hyperparameter fine-tuning is briefly described as follows:

- **Step 1**: Divide the data in the database \( L \) into \( n \) equal parts.
- **Step 2**: For each \( \theta \) in \( H \), leave one part of the data as the validation data and train the surrogate using the other parts. Evaluate the setting using the validation data and return an error value. Choose another part of data as the validation and iterate this procedure until all part have been selected to be the validation data. Average error of the surrogate associated with the \( \theta \) is then calculated.
- **Step 3**: The best setting which is one with the smallest training error is chosen to construct the architecture for the surrogate. Re-train the surrogate using the best setting and return the best architecture of the surrogate.

During the optimization process, the size of \( L \) continuously increases as any solution newly evaluated by SUMO will be added into \( L \). Different datasets may lead to different architectures of the surrogate. Therefore, this hyperparameter tuning process is performed during the optimization process.

### 4.4.2 Updating a surrogate model

It is important that the surrogate is updated properly so the evolutionary search can converge to a correct optimum. Firstly, the surrogate is checked whether or not it needs to be updated. If the error of the surrogate exceeds a given threshold, it will be updated using the database. Assume that all solutions newly generated in the current generation are achieved in a temporary database \( L_{\text{temp}} \). The procedure to update the surrogate is described as follows:
• **Step 1**: estimate the average approximation error of all solutions in $L_{\text{temp}}$ using the following equation:

$$err_{\text{cur}} = \frac{1}{2 \cdot |L_{\text{temp}}|} \sum_{i=1}^{[L_{\text{temp}}]} \sum_{m=1}^{M} ||\hat{y}_m - y_m||^2$$  \hspace{1cm} (4.19)

where $|L_{\text{temp}}|$ is the size of $L_{\text{temp}}$, $M$ is the number of optimization objectives, $\hat{y}_m$ and $y_m$ are values of $i^{(th)}$ objective, estimated by the surrogate and SUMO, respectively.

• **Step 2**: if $err_{\text{cur}} \leq \delta$, the surrogate is up to date, therefore, there is no need to update the surrogate and this procedure is terminated. If not, continue to the next step to update the surrogate.

• **Step 3**: all solutions in $L_{\text{temp}}$ are added to the database $L$. The surrogate is re-trained using $L$ based on k-fold cross-validation and grid search techniques.

By using the condition mentioned in Step 2, the computational cost can be reduced since the surrogate does not need to be reconstructed at every iteration. If the surrogate is not updated in the current generation, all solutions newly created and evaluated by SUMO in the current iteration are included into $L$ for use in the succeeding generations. The more iterations the evolutionary search are done, the more solutions evaluated by SUMO are added into $L$. Therefore, the size of $L$ increases during the optimization process. Consequently, the overall approximation accuracy of the surrogate would be improved.

### 4.5 Fitness evaluation scheme

After being trained, the surrogate model can partially replace SUMO to estimate the fitness value of solutions. This replacement may decrease the number of fitness evaluation significantly, however, it also can increase the approximation error, as a result, the search might converge to a false optimum. Therefore, it is very important that the surrogate should be combined with SUMO in an effective way. Furthermore, one of the critical questions when using the surrogate model is that which solutions should be evaluated by SUMO and which solutions might be estimated by the surrogate. In this
part, we introduce a fitness evaluation scheme to help decide which model a solution should use to evaluate its fitness value.

4.5.1 The motivation of the fitness evaluation scheme

Assume that there are 6 available samples $m_1, m_2, ..., m_6$, which are used to build an approximation model. Each available sample includes input and output data. Figure 4.9 illustrates the idea of using a fuzzy distance to determine which model is used to estimate the fitness value of a particular solution. The red solid line denotes the original fitness function where the blue dashed line is the approximation model and the dots represent the available samples. It is clearly shown in the figure that, the discrepancy between the original function and the approximation model is large when the number of available samples is not sufficient. For example, $m_1, m_2,$ and $m_3$ are very near each other, so the approximation model can adequately learn the relationship between input and output of samples around $m_1, m_2,$ and $m_3$. In other words, the approximation model can learn the part of the problem domain where is has sufficient training data. In contrast, $m_4$ and $m_5$ are further away from the other data and hence accurate interpolation cannot be guaranteed. Similarly, there is no available samples on the right-hand side of $m_6$, therefore, the learned model may not well extrapolate.

Suppose that there are 3 unseen inputs $x_1, x_2,$ and $x_3$. The outputs calculated by the original fitness function are $y_1, y_2,$ and $y_3$ while $\hat{y}_1, \hat{y}_2,$ and $\hat{y}_3$ are the outputs estimated by the approximation model. In the figure, $x_1$ is close to $m_1$ and $m_2$, as a result, the estimated output $\hat{y}_1$ is very close to the output $y_1$ calculated by the original fitness function. The inputs $x_2$ and $x_3$ are not particular close to any available samples so their estimation errors $|y_2 - \hat{y}_2|$ and $|y_3 - \hat{y}_3|$ are very large. It is concluded that, if a new sample is found to be close to at least one of available samples, its estimation error might be small, therefore, the fitness value of this solution can be estimated using the surrogate model. In contrast, if it is far from all available samples, the error should be large, as a result, the real fitness function should be used and the model updated to include this new sample.

On the other hand, one critical criterion needs to be carefully considered when selecting the model to estimate the fitness value of one solution is how well the approximation
model generalises. If the estimation error of the surrogate model is high, its approximation result would be not reliable, therefore, it should not be chosen to evaluate the solution. Consequently, the surrogate model is considered to be selected if and only if its approximation error is smaller than a pre-specified threshold.

For all the above reasons, we propose a fitness evaluation scheme based on Mean Square Error (MSE) of the approximation error obtained by the surrogate model and the closeness between the solution needed to be evaluated and samples used to construct the surrogate. The next section defines the closeness between a solution and a sample in the data set.

### 4.5.2 The closeness of two solutions

A solution in SA-LS is defined as a vector \((x_1, x_2, ..., x_n)\) where \(x_i, i \in [1, n]\) is an positive integer indicating green duration of a phase in a cycle. For this work, a fuzzy set \(\bar{A}\) is a set of long green times. According to the guidelines of the Highway Capacity Manual (HCM) 2010, the recommended value for maximum of green duration is 60 seconds Board (2010). Therefore, in this study, a green duration is defined as long if it exceeds 60 seconds and the membership function of \(\bar{A}\) is described as follows:
\[ \mu_{\tilde{A}}(x_i) = \begin{cases} \frac{x_i}{60} & \text{if } x_i \leq 60 \\ 1 & \text{if } x_i > 60. \end{cases} \]  

(4.20)

Therefore, a solution \((x_1, x_2, ..., x_n)\) can be represented as \((\mu_{\tilde{A}}(x_1), \mu_{\tilde{A}}(x_2), ..., \mu_{\tilde{A}}(x_n))\) where \(\mu_{\tilde{A}}(x_i)\) is the degree of membership of \(x_i\) in the fuzzy set \(\tilde{A}\).

Assume that there are two solutions \(P^{(t)}_i = (x^{(t)}_{i1}, x^{(t)}_{i2}, ..., x^{(t)}_{in})\) and \(P^{(t)}_j = (x^{(t)}_{j1}, x^{(t)}_{j2}, ..., x^{(t)}_{jn})\). The fuzzy distance between two solutions is calculated using the following formula:

\[
d(P^{(t)}_i, P^{(t)}_j) = \sqrt{\sum_{i,j,k=1}^{n} (\mu_{\tilde{A}}(x_{ki}) - \mu_{\tilde{A}}(x_{kj}))^2}
\]

(4.21)

A threshold \(\epsilon\) is used to determine the closeness of two solutions. If \(d(X_i, X_j) \leq \epsilon\) then \(X_i\) and \(X_j\) are close. The minimum fuzzy distance between a solution and the data set is defined as the smallest fuzzy distance between that solution and all samples in the data set. This distance will be used to measure the closeness between a solution and a dataset.

### 4.5.3 The framework of the fitness evaluation scheme

The fitness evaluation scheme, employed in this study, is based on the closeness of the solution to the samples in the database, which is used to construct the surrogate model, and the MSE of the approximation error of the surrogate model. The basic idea of the fitness evaluation scheme is that a solution is evaluated by the surrogate if and only if this solution is close enough to the dataset and the surrogate is reliable. If the solution is very close to samples in the database but the surrogate itself is not reliable, its fitness value will not be estimated by the surrogate model. The closeness of the solution to the data set is defined by the minimum fuzzy distance definition. The framework of the scheme is described in Figure 4.10 and the pseudo code is illustrated in Algorithm 6.

Assume that there are \(|L|\) solutions \(X_m = (x_{m1}, x_{m2}, ..., x_{mn})\) in the database \(L\) where \(m \in [1, |L|]\) and \(n\) is the number of variables, which are used to construct the surrogate and we need to calculate fitness value of solution \(P^{(t)}_i\). Firstly, the reliability of the surrogate is assessed as follows: the data in the database \(L\) is separated into two different
sets which are training set and validation set. Firstly, the surrogate is trained by the training data set. After the training process is finished, the validation data is used to evaluate the performance of the surrogate model and the obtained error is $e$ calculated by equation 4.16.

- If $e > \delta$, the surrogate is not reliable and fitness value of $P_i^{(t)}$ is calculated by SUMO.

- If $e < \delta$, fuzzy distance $d(P_i^{(t)}, X_m)$ between $P_i^{(t)}$ and $m^{(th)}$ sample $X_m$ in database $L$, with $m \in [1, |L|]$, is calculated. The minimum distance $min_d$ is then found out. If $min_d$ is smaller than $\epsilon$, $P_i^{(t)}$ is estimated by the surrogate. If not, its fitness value is calculated by SUMO.

Solutions estimated by SUMO are added into $L$ for updating the surrogate model in the next generations.
Algorithm 6 The pseudo code of the fitness evaluation scheme

1: **Input:** Solution $P_i^{(t)}$, the database $L$ including $|L|$ solutions $X_m(x_{m1}, x_{m2}, ..., x_{mn})$ where $m \in [1, |L|]$ and $n$ is the number of variables, $\delta$ and $\epsilon$.
2: **Output:** Fitness value of solution $P_i^{(t)}$
3: **Procedure:**
4: Split $L$ into two data sets: training and validation sets.
5: Train the surrogate with the training set.
6: Calculate the error $e$ of the surrogate using the validation set.
7: if $e > \delta$ then
8: Calculate fitness value of $P_i^{(t)}$ using SUMO.
9: $L_{\text{temp}} \leftarrow P_i^{(t)}$
10: else
11: $min_d := 0$
12: for $m := 1$ to $|L|$ do
13: Calculate the fuzzy distance $d(P_i^{(t)}, X_m)$ between $P_i^{(t)}$ and $X_m$.
14: if $min_d > d(P_i^{(t)}, X_m)$ then
15: $min_d := d(P_i^{(t)}, X_m)$
16: end if
17: end for
18: if $min_d < \epsilon$ then
19: Calculate fitness value of $P_i^{(t)}$ using the surrogate.
20: else
21: Calculate fitness value of $P_i^{(t)}$ using SUMO.
22: $L_{\text{temp}} \leftarrow P_i^{(t)}$
23: end if
24: end if
25: Return Fitness value of solution $P_i^{(t)}$.

4.6 SA-LS algorithm

This section introduces a surrogate-assisted evolutionary algorithm SA-LS which is an enhancement of NS-LS to overcome this limitation. The main contribution of SA-LS is a surrogate model constructed through solutions which have been already evaluated by SUMO in previous generations. This surrogate model is more computationally efficient than SUMO and it is partially used together with SUMO to evaluate the fitness value for solutions during the evolutionary search. Consequently, the total number of solutions evaluated by SUMO in one generation would be reduced. Consequently, if a pre-defined total number of solution evaluations using SUMO is used as the termination condition for different evolutionary algorithms, the number of generations in the entire search of SA-LS would be larger than that of the other algorithms. Therefore, using the same number of expensive solution evaluations, SA-LS would obtain better results. Furthermore, the
local search employed in NS-LS is also utilized in SA-LS to effectively accelerates the convergence of NS-LS.

4.6.1 Overview of SA-LS

Surrogate-assisted multi-objective evolutionary algorithms have been widely used to reduce the computational cost of fitness evaluation in optimizing expensive problems. Using surrogate models to estimate the fitness value of solutions greatly reduce the computational burden since the cost for constructing surrogate models and managing them is lower than that of evaluating fitness values using expensive objective functions. Consequently, surrogate-assisted evolutionary algorithms are very promising for solving traffic signal optimization problems. Therefore, we proposed SA-LS which is an enhancement of NS-LS algorithm introduced in the previous section using a surrogate model. This model is able to estimate the fitness value of solutions and it is partly used with SUMO to evaluate fitness values in every generation of the optimization process to avoid the search converging to a false optimum.

Effective use of SUMO and the surrogate model is extremely important to reduce the computational cost of SA-LS. An adaptive generation-based evolution control is utilized in this work to deals with the following questions:

1. How to balance the reduction of the number of expensive fitness evaluations and the approximation accuracy of the surrogate model?
2. Which solutions should be evaluated by the surrogate model instead of SUMO?
3. How to update the surrogate model?

This model management strategy is critical to the effective working of the optimization process. A suitable strategy would significantly reduce computational cost while leading the evolutionary search to converge to correct optima.

The main framework of the proposed algorithm SA-LS is illustrated in Figure 4.11. The main new contributions proposed in this chapter are highlighted by the shaded blocks, including a surrogate construction procedure, a fitness evaluation scheme, a database to accommodate all solutions evaluated by SUMO, and a surrogate update strategy. The algorithm contains three main parts:
Chapter 4. Methodology

1. The main iterative process is inherited from NS-LS. The main aim of this part is to move the population of solutions toward the optimal front through a number of generations. This part includes binary tournament selection scheme and reproduction procedures to create offspring, as a result, SA-LS can explore new search areas. SA-LS is terminated when a pre-defined maximum number of solution evaluations using SUMO is reached.

2. Surrogate construction procedure, a fitness evaluation scheme, and a surrogate update strategy are introduced to enhance the performance of NS-LS. A Feedforward Neural Network (FNN) is chosen to construct the surrogate model. Fitness value of a solution is estimated by either SUMO or the surrogate model. A fitness evaluation scheme is proposed based on a fuzzy distance and a Mean Squared Error.
(MSE) of the surrogate model on the training data. This scheme decides which model, SUMO or the surrogate model, is used to estimate the fitness value of a particular solution. An update strategy for the surrogate model is also introduced to reduce the approximation error.

3. The local search method looks for neighbours which potentially have good fitness values in local areas. All solutions in the population and neighbours created in the local search procedure then participate in the selection process to choose the best solutions for the next generation, therefore, the population can move more quickly towards the optimal front. The local search utilized in SA-LS is also inherited from NS-LS.

During the first few generations of the optimization process, the number of samples archived in the database is small, therefore, the number of solutions estimated by SUMO would be small. In these generations, the local search would help SA-LS increase the convergence speed. When a large number of solutions are included in the database, more individuals in the population would be evaluated by the surrogate model. Consequently, the number of solutions evaluated by SUMO would be reduced and the computational time of a generation in SA-LS would be decreased.

### 4.6.2 The flow of SA-LS

The pseudo code of the proposed algorithm SA-LS is illustrated in Algorithm 7. Details of the flow of the optimization process are described as follows:

**Step 1:** Randomly initialize a population $P^{(0)}$ with $N$ individuals.

**Step 2:** Evaluate the fitness value of $N$ solutions in the population using SUMO.

**Step 3:** A Feedforward Neural Network is utilized to build a surrogate model which represents the global trend of the entire fitness landscape, using solutions evaluated by SUMO in the previous step. This surrogate is partly used, together with SUMO, to reduce the number of traffic simulator-based evaluations.

**Step 4:** A database $L$ is created to store all solutions whose fitness values are estimated by SUMO. All individuals in $P^{(0)}$ are then archived in $L$. 
Algorithm 7 The pseudo code of SA-LS

1: Input:
   N: population size of the optimization process,
   \( \delta \): a pre-defined threshold of the estimation error of the surrogate,
   \( \text{maxEval} \): a pre-specified maximum number of fitness evaluations using SUMO,
   \( P(t) \) and \( Q(t) \) are parent and children populations of \( t^{th} \) iteration, respectively.

2: Procedure:
   \( t \leftarrow 0 \), \( \text{numEval} = 0 \), \( Q(t) \leftarrow \emptyset \);
3: Generate \( N \) random solutions and insert them into population \( P(t) \): \( P(t) \leftarrow \text{Random-population()} \).
4: Evaluate every solution in \( P(t) \) using SUMO. These solutions are then archived in a database \( L \).
5: \( \text{numEval} = \text{numEval} + N \).
6: Use a FNN to construct a surrogate model using \( L \).
7: while \( \text{numEval} < \text{maxEval} \) do
8:   Generate an offspring population \( Q(t) \) of size \( N \) from \( P(t) \) by using selection, crossover, and mutation operators.
9:   Assign a fitness value for each solution in \( Q(t) \) using the fitness evaluation scheme and reserve all solutions evaluated by SUMO to the database \( L \).
10:  \( \text{numEval} = \text{numEval} + H \), where \( H \) is the number of solutions in \( Q(t) \) evaluated by SUMO.
11:  \( R(t) \leftarrow P(t) \cup Q(t) \).
12:  Apply the local search to \( R(t) \): \( P(t) = \text{local-search}(R(t)) \).
13:  Compute the approximation error \( \text{err}_{\text{cur}} \) of the surrogate using \( L_{\text{temp}} \), where \( L_{\text{temp}} \) is a temporary database containing solutions evaluated by SUMO during the local search process.
14:  \( L \leftarrow L \cup L_{\text{temp}} \).
15:  if \( \text{err}_{\text{cur}} > \delta \) then
16:    Update the surrogate model using \( L \).
17:  end if
18:  \( t \leftarrow t + 1 \), \( P(t+1) \leftarrow P(t) \).
19: end while
20: Return \( P \).

Step 5: The initial population undergoes a transformation through a number of generations until the termination criteria are satisfied. In \( t^{(th)} \) iteration, the population \( P_i^{(t)} \) undergoes the following sub-steps:

- **Step 5.1**: Create a children population \( Q_i^{(t)} \), including \( N \) individuals, from population \( P_i^{(t)} \) using tournament selection, recombination and mutation operators.

- **Step 5.2**: The fitness evaluation scheme is deployed to evaluate and assign a fitness value for each solution in \( Q_i^{(t)} \). This fitness evaluation scheme determines which model, SUMO or the surrogate, is selected to evaluate a solution. Any solution, which is estimated by SUMO, is then added into \( L \).
• **Step 5.3**: A population $R^{(t)}$ including $2N$ solutions is formed by including all solutions in $P^{(t)}$ and $Q^{(t)}$. Apply the local search method, which is illustrated in section 4.2, to $R^{(t)}$.

• **Step 5.4**: Update the population for the next generation $P^{(t+1)}$ by the new population found in the local search.

• **Step 5.5**: Check whether or not the surrogate model needs to be updated. All solutions, which are newly evaluated by SUMO in steps 4.2 and 4.3, are used to evaluate the correctness of the surrogate model.

**Step 6**: If the termination condition is reached then the algorithm is terminated. Because the fitness evaluation using SUMO is computational expensive, therefore, $maxEval$, which is a pre-defined maximum number of fitness evaluations using SUMO, is used as the termination condition of SA-LS. If $maxEval$ is not reached, the search goes to the next iteration and continues searching by repeating step 4 until the termination condition is satisfied.

In other proposed surrogate-assisted evolutionary optimization algorithms, surrogate models are only constructed after several initial generations. The reason is that the surrogates need enough data to adequately learn the underlying relationship between input and output data. If not, the approximation error would be very large, which leads the search to inadequate solutions. Therefore, during the first few generations, only the expensive fitness function is used to evaluate solutions and these exact fitness values are archived in a database for constructing the surrogates later. This period is also called the collecting data phase. However, in this study, the surrogate is built from the beginning of the optimization process, and it is checked whether or not it needs to be updated in every iteration. To decrease the negative effects which would be introduced by the surrogate due to the lack of training data at the beginning of the optimization process, the fitness evaluation scheme is utilized to decide which model would be used to evaluate the fitness value of a particular solution. A solution will be evaluated by SUMO if the conditions of the fitness evaluation scheme are satisfied. In that case, the number of traffic simulator-based evaluations may be reduced. Although the number of surrogate-based evaluations may be small in the first few generations, there may be more solutions evaluated by the surrogate if it is constructed from the first generation.
On the other hand, any new solution which is evaluated using SUMO during the optimization process is added into the database $L$ to update the surrogate. Therefore, the number of solutions in $L$ has been continuously increased during the optimization process. Consequently, the approximation error of the surrogate would be decreased and there are probably more solutions evaluated by SUMO when the number of generations increases.

The surrogate model is used together with the traffic simulator to evaluate the goodness of candidate solutions. Individuals which satisfy two conditions of the fitness evaluation scheme are estimated by the surrogate model and the others are evaluated by the traffic simulator. Consequently, the number of traffic simulator-based evaluations in each generation of the optimization process will be reduced. Therefore, the proposed algorithm uses less computational expensive evaluations compared to evolutionary algorithms which do not use surrogate models. In other words, the computational burden of the proposed algorithm is reduced.

### 4.7 Conclusion

Anytime behavior of an algorithm is the ability to produce good results at any running time. In transportation optimization problems using MOEAs, good anytime behavior of optimization approaches is enviable. Furthermore, the ability to work effectively with small population sizes is also important in transportation optimization problems because of lacking processing capabilities while requiring quick responses. This section describes NS-LS, an optimization approach for urban traffic signal control systems. A local search method is presented to help the search move faster toward the optimal front. Consequently, NS-LS would able to produce good solutions at any running time, as a result, it would have good anytime behaviour. This is crucial in traffic management since urban traffic networks are highly dynamic and require near real-time solutions while traditional multi-objective optimization procedures are often extremely time-consuming, and therefore, infeasible for use in online traffic management.

Multi-objective transportation optimization problems, which utilizes a traffic simulator to estimate a fitness value, are computationally expensive. Therefore, to reduce the burden of computational cost of fitness evaluation, we proposed SA-LS which is an
enhancement of NS-LS. SA-LS is a surrogate-assisted evolutionary algorithm for transportation optimization problems. A feed-forward neural network is used to construct the surrogate model. Unlike surrogate models introduced in the previous studies, the surrogate model in this study is immediately built from the first generation of the iterative process. A management model based on fuzzy distance is introduced to use the surrogate correctly and effectively. Solutions, which are newly evaluated by SUMO during the optimization run, are archived in a database and the surrogate is frequently updated during the searching procedure using this database. Consequently, the surrogate can be effectively used from the beginning of the optimization process rather than waiting for several generations. A fitness evaluation scheme is introduced in this chapter to decide which model, surrogate or SUMO, is used to evaluate a solution. Furthermore, a local search method is utilized to improve anytime behaviour of the optimization algorithm. The combination of the surrogate model and the enhanced local search have the potential to reduce the number of solution evaluations using SUMO while producing good anytime behaviour.
Chapter 5

Experimental Setup

5.1 Introduction

To evaluate the performance of the proposed algorithms introduced in Chapter 4, a number of experiments are established using both benchmark test functions and traffic scenarios. To assess the performance of the proposed algorithms, NS-LS and SA-LS are compared to NSGA-II and MOEA/D using a number of performance indicators. This chapter describes the selected traffic scenarios and the experimental settings used to evaluate the algorithms. Furthermore, the procedure to achieve objective values of a solution from output files of SUMO is explained in this chapter. Indicators for evaluating and comparing the algorithms are also provided.

The chapter is organized as follows: two traffic scenario Andrea Costa and Pasubio used to evaluate the performance of the proposed algorithms are introduced in Section 5.2. The signal plan of the signalized intersections in the scenarios where the optimization algorithms are applied is also provided in this section. Method to extract traffic parameters from output files of SUMO is provided in Section 5.3. Section 5.4 introduces employed indicators for performance assessment. Experiments using benchmark functions are explained in Section 5.5.1 while Section 5.5.2 introduces experiments using real-time traffic scenarios simulated by SUMO. Section 5.6 concludes this chapter.


Figure 5.1: The traffic network of Andra Costa extracted from Open Street Map, Bieker et al. (2015).

5.2 Traffic scenarios

In transportation, it is difficult to evaluate a newly proposed traffic signal optimization approach under real-world conditions, as a result, traffic simulator is a preferable and popular tool. There is a lack of publicly available traffic data as well as traffic signal timing plans. Further, it is extremely time-consuming to construct traffic scenarios from scratch. Therefore, to address this problem, there are several available traffic scenarios, which have been introduced to help researches evaluate and investigate their research hypotheses with little effort at preparing experimental scenarios.
5.2.1 Introduction to the traffic scenario of Andrea Costa

Andrea Costa is a scenario from Bologna city in Italy, which was provided to the research community by Bieker et al. (2015). This scenario describes the traffic at peak hour from 8:00 am to 9:00 am and is a good tool to evaluate traffic signal control algorithms as it is easy to use and is adequately provided with necessary components such as traffic network, traffic demand, and additional infrastructure. The road network of Andrea Costa extracted from Open Street Map is shown in Figure 5.1 and a typically pruned traffic network of the same area, which is simulated in SUMO, is shown in Figure 5.2. The case study where used to evaluate the performance of the algorithm is covered in the blue box on the right hand side of the figure. Some fundamental information about this scenario are as follows:

Traffic network: Andrea Costa scenario models the area located east of Bologna city, outside the inner city ring road. It consists of the area around the football stadium and
Chapter 5. Experimental Setup

Figure 5.3: The traffic flow of three days in Bologna city provided by the municipality, taken from Bieker et al. (2015). The blue line indicates day 11, the red shows the traffic flow of day 12 and the green represents the day 13. The traffic flow is aggregated into intervals of 5 minutes.

This scenario is made to simulate the traffic movements of the area when big events, for example, concerts or football matches happen. Small streets are excluded from the scenario. Furthermore, public bus transport activity is also included in the scenario, consisting of bus stops, bus routes, and schedules. Furthermore, the positions of inductive loops and their measures are also provided by the municipality of Bologna.

Traffic light: Real traffic signal plans are available in this scenario including 7 traffic light control programs. Positions, types, and signal plans of traffic lights are provided in the acosta_tls.add.xml file.

Traffic demand of the scenario is constructed based on the dataset provided by the municipality of Bologna. The dataset consists of traffic measures collected from 636 detectors installed along the roads. They were measured in 3 usual working days, from Monday 11\(^{th}\) to Thursday 13\(^{th}\) November 2008. The traffic flow is aggregated into intervals of 5 minutes indicating the number of vehicles passing through the detectors.

\(^1\)https://sumo.dlr.de/wiki/Data/Scenarios
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Figure 5.4: Case study area in Andrea Costa covered in the blue box on Figure 5.2 is on the left hand side of the figure. The signal control program includes two neighbouring intersections. The enlarged pictures of these two intersections are on the right hand side.

Figure 5.5: Phases of the signal control program of the case study in Andrea Costa.
within 5 minutes. The traffic flow of three days are illustrated in Figure 5.3. The dataset are then used to analyse and simulate the traffic demand of the scenario in peak hour from 8:00 am to 9:00 am and there are total 8622 vehicles simulated in this scenario. The traffic demand of the scenario is described in acosta.rou.xml file. The real measure data is also utilized to compare to the results of the simulation in order to validate the simulation.

Case study: the signal control program, which have been selected for the purpose of optimization within the proposed work, consists of two coordinated intersections and are shown in the left hand side of Figure 5.4. The enlarged pictures of the two intersections are on the right hand side. The signal control program of the case study illustrated in Figure 5.5 including four different phases. Ring 1 and Ring 2 describe the movements of the first and second intersections, respectively.

5.2.2 Introduction to the traffic scenario of Pasubio

Pasubio is another traffic scenario of Bologna city in Bieker et al. (2015). The scale of the road network in this scenario is relatively small, as a result, it does not take too much time to run the simulation. Furthermore, this scenario provides necessary elements, including traffic infrastructure and demand, for researchers in investigating their research questions. Therefore, this scenario is select to evaluate the transferability of the proposed algorithm. A traffic network of Pasubio, taken from Open Street Map, is illustrated in Figure 5.6.

Traffic network: Pasubio, which is next to Andrea Costa, includes the area around the hospital and main routes to the football stadium. The traffic network of Pasubio, which is simulated using SUMO, is provided in 5.7 and the case study where the optimization algorithms are applied to is covered in the blue box. The network also consists of public transport infrastructure, such as bus stops positions and bus routes. Traffic lights information, including positions, types, and signal plans, and positions of induction loops are also provided in this scenario.

Traffic demand: are collected from induction loops installed along the roads. All details about these detectors are provided in the pasubio_detectors.add.xml file. Similar to Andrea Costa, this scenario describes the demand for the peak hour from 8:00 am to
9:00 am and there are 8681 vehicles simulated in this traffic scenario. The traffic demand of this scenario is determined from the dataset supplied by the local government of Bologna city. The procedure of collecting and processing the traffic flow of the Pasubio scenario is similar with the Andrea Costa scenario and the traffic demand is represented in pasubio.rou.xml file.

Case study: the intersections, which are selected to assess the performance of the proposed algorithms, are illustrated in the left hand side of Figure 5.8. The enlarged images of the intersections providing lanes and directions of movements at the crossed roads are shown in the right hand side of the figure. These two neighbouring intersections are coordinated by a common signal control program. Figure 5.9 illustrates the phases of the signal control program in the case study of Pasubio.
The authors validated the two scenarios by comparing the results of the simulation to the real world measurements. The comparison results show that these scenarios are able to simulate relatively well the number of vehicles (Bicker et al. (2015)). Consequently, they are good choices to evaluate the proposed algorithms with less effort to establish traffic scenarios.

To calculate the fitness value of a particular solution using SUMO, the optimizer sends values of signal timing parameters stored in variables of that solution, such as cycle length or green durations, to the traffic scenario via TraCI. SUMO simulates the traffic scenario using signal timing data provided via TraCI and returns XML output files. Required measurement results are then extracted from the output files and sent back to the optimization model in order to assign a fitness value to that solution. Further information about extracting traffic parameter results is provided in the next section.
Figure 5.8: Case study area in Pasubio covered in the blue box on Figure 5.7 is on the left hand side of the figure. The signal control program consists of two neighbouring intersections. The enlarged pictures of the two intersections are on the right hand side.

5.3 Extracting optimization objective values from SUMO output

A large number of different traffic parameters can be extracted from output files of SUMO. By default, SUMO’s output files are written in the XML-format. There are some measures which are automatically generated in the output files, such as trip information which is aggregated information about each vehicle’s journey, emissions, and vehicle route information. The unavailable measures can be obtained by defining within additional files. Two objectives optimized in this study are minimizing the average time loss and maximizing the average traffic flow of traffic network. The procedures to obtain these objective values are described in the following.

A. Average time loss is the average time lost due to the intersection of all vehicle in the traffic network. Time loss is available in the tripinfos.xml file, which is an output of
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Figure 5.9: Phases of the signal control program of the case study in Pasubio.

Figure 5.10: A part of a trip information output file from the Andrea Costa scenario. This file is produced after the simulation finished containing departure and arrival times, time loss, and route length and other information.
SUMO and generated as soon as a vehicle finish its route and is removed from the traffic network. An example of a tripinfos.xml file, containing the information about expected starting time, departure and arrival times, time loss, and many others of each vehicle in the scenario, is shown in Figure 5.10. The average time loss is calculated using the following formula:

$$\bar{TL} = \frac{1}{N_{veh}} \sum_{i=1}^{N_{veh}} t_{li}$$  \hspace{0.5cm} (5.1)

where $\bar{TL}$ is the average time loss of vehicles traveled through the intersection, $N_{veh}$ is the total number of vehicles passed the intersection during the simulation running time, and $t_{li}$ is the time loss of $i^{th}$ vehicle.

B. Average traffic flow is the average number of vehicles that passed through a point in a time unit. To measure traffic flow, a number of induction loop detectors (E1) were installed on incoming and out-coming lanes of the intersection. All these installed detectors E1 are defined in an additional file. For example, in the traffic scenario of Andrea Costa, these detectors are stated in the acosta_detectors.add.xml file within the scenario dataset. A part of this file from Andrea Costa scenario is illustrated in Figure 5.11. This file consists of declarations of detectors such as id, lane where the detector laid
Figure 5.12: A part of the e1_output.xml file from Andrea Costa scenario.

The process for calculating the average traffic flow of the traffic network is described as follows:

1. **Step 1**: Install detectors on incoming and out-going lanes of the intersections.
2. **Step 2**: Define all installed detectors in an additional file and add this file to the configuration file of the simulation scenario.
3. **Step 3**: Read the detector output file and extract the value of the traffic flow.
4. **Step 4**: Calculate the average traffic flow using following equation:

\[
\bar{F} = \frac{1}{N_e} \sum_{i=1}^{N_e} f_{e_i}
\]  

(5.2)

Where \( \bar{F} \) is the average traffic flow at the intersection, \( N_e \) is the total number of detectors which have been installed on incoming and out-going lanes of the intersections, \( f_{e_i} \) is the number of vehicles passed the detector \( e_i \) in a period of time.
5.4 Indicators for Performance Assessment

In multi-objective optimization problems, good quality indicators are very important to the performance evaluation of algorithms. There are a number of performance indexes that can be utilized for measuring the performances of the different algorithms, Helbig and Engelbrecht (2013), Zitzler et al. (2003). In general, there are three aspects that need to be considered when evaluating the performance of algorithms: accuracy aspect, which relates to the convergence of the approximation set or how close the approximation set is to the Pareto optimal front; diversity aspect, which defines the relative distance between solutions in the approximation set; and cardinality aspect, relating to the number of solutions achieved in the approximation set. In this work, the following indexes are used to assess the performance of the algorithms, that consider all the above stated aspects.

5.4.1 Hypervolume

The result of a survey in Riquelme et al. (2015) shows that Hypervolume (HV) is the most used metric. HV considers all three aspects: accuracy, diversity, and cardinality. HV calculates the largeness of the objective space enclosed by an approximation set and a specific reference point. HV can evaluate an approximation set obtained by an algorithm without knowledge of Pareto optimal front, as a result, it is suitable for optimization problems whose Pareto front is unknown. The HV calculation includes a reference point \( R(R_1, R_2, ..., R_M) \), that is dominated by all solutions in an approximation set. Therefore, the accuracy of HV depends only on the choice of the reference point. HV is calculated using the following formula:

\[
HV(A) = \text{Leb}( \bigcup_{x \in A} [f_1(x), R_1] \times ... \times [f_M(x), R_M] )
\]

where \( M \) and \( A \) are the number of objectives and the approximation set obtained by an algorithm, respectively. \( \text{Leb}(S) \) is the Lebesgue measure of a set \( S \).

The algorithms are compared using statistical measurements of the obtained HV. Each algorithm is run 20 independent times and mean of HV on these 20 runs are calculated and this value is used as a main metric to compare the performance of the algorithms. The number of solution evaluations using SUMO in each generation of NS-LS and SA-LS
are different. The execution of the algorithms is terminated when the maximum number of evaluation using SUMO is reached. Therefore, the number of generations in different runs are different. The output of \( k^{(th)} \) run includes \( I \) pairs \((n_k^i, HV_k^i)\) where \( I \) is the number of generations, \( n_k^i \) is the number of evaluations using SUMO and \( HV_k^i \) is the corresponding HV in \( i^{(th)} \) generation. The average number of evaluations is determined by:

\[
\bar{n} = \frac{1}{K} \sum_{k=1}^{K} n_k^i
\]  

(5.4)

where \( K \) is the total runs. Average HV on 20 runs corresponding to the average number of evaluations \( n_{ave} \) is calculated using the following formula:

\[
HV = \frac{1}{K} \times \left( \sum_{k=1}^{K} n_k^i \right) \times \frac{1}{K} \times \left( \sum_{k=1}^{K} HV_k^i \right)
\]  

(5.5)

Furthermore, standard deviation is also used to measure how the obtained HV spread out from the mean using the following equation:

\[
S_{HV} = \sqrt{\frac{\sum_{k=1}^{K} (HV_k - \bar{HV})^2}{K - 1}}
\]

where \( S_{HV} \) is the standard deviation, \( HV_k \) and \( \bar{HV} \) are hypervolume of \( k^{(th)} \) run and mean of HV on \( K \) runs, respectively. Best, worst, and median are also computed to provide further comparison of the algorithms. Best and worst are the maximum and minimum hypervolume values obtained in 20 runs, respectively. Arrange all HV obtained in 20 runs in ascending order and median is the average of the two middlemost numbers in this ordered set.

### 5.4.2 C-metric

The set coverage (C-metric): Suppose that \( A \) and \( B \) are two approximation sets of the optimization problem. The C-metric is defined as follows:

\[
C(A, B) = \frac{|\{u \in B \; \exists v \in A : v \preceq u\}|}{|B|}
\]  

(5.6)
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The C-metric is used to compare the convergence of two approximation sets. \( C(A, B) \) refers to the percentage of the solutions in B which are dominated by at least one solution in A. \( C(A, B) > C(B, A) \) suggests that set A has better convergence than set B.

### 5.4.3 Diversity Indicators

Furthermore, to evaluate the diversity performance of the algorithms, two diversity indicators are used. The first diversity performance measure is the spacing metric of Schott \((S)\), which measures how evenly the points of the approximated Pareto front are distributed in the objective space. Spacing is calculated as:

\[
S = \sqrt{\frac{1}{N-1} \sum_{m=1}^{N} (d_{\text{avg}} - d_m)^2}
\]  

(5.7)

with \( d_m = \min_{j=1,...,N} \sum_{k=1}^{M} |f_{km}(x) - f_{kj}(x)| \) where \( N \) is the number of the solutions in the found Pareto front and \( M \) is the number of objective functions. \( d_{\text{avg}} \) is the average value of all \( d_m \) values. The smaller \( S \) is, the more evenly distributed the solutions.

However, \( S \) does not provide any information with regards to the spread of the solutions. Therefore, maximum spread measurement is utilized as the second diversity indicator.

\[
MS = \sqrt{\sum_{k=1}^{N} (\text{max}_k - \text{min}_k)^2}
\]  

(5.8)

where \( \text{max}_k \) and \( \text{min}_k \) are maximum and minimum values of the \( k^{th} \) objective, respectively. \( MS \) measures the length of the diagonal of the hyperbox that is created by the extreme values of the non-dominated set. The bigger \( MS \) is, the more widely spread the solutions.
Table 5.1: Experimental parameters settings for NS-LS, SA-LS, and NSGA-II in Experiment 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$N$</td>
<td>Population size</td>
<td>120</td>
</tr>
<tr>
<td>2</td>
<td>$maxEval$</td>
<td>Number of evaluations using the real fitness function</td>
<td>24000</td>
</tr>
<tr>
<td>3</td>
<td>$p_c$</td>
<td>Crossover probability</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>$p_m$</td>
<td>Mutation probability</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>$P_{mv}$</td>
<td>Mutation probability of a variable in an individual</td>
<td>1.0/$n$</td>
</tr>
<tr>
<td>6</td>
<td>$n$</td>
<td>Number of variables in an individual</td>
<td>30</td>
</tr>
</tbody>
</table>

5.5 Experimental design for evaluating the performance of the algorithms

5.5.1 Experiment 1 - Benchmark functions

Before assessing the algorithms using real traffic scenarios, we generally evaluate their performance using Benchmark test functions. The main purpose of this experiment is to prove that the proposed algorithms work correctly. This experiment is not used to conclude which algorithms are better as the proposed algorithms are designed for traffic signal optimization problems. These optimization problems are extremely time-consuming to assign the fitness value for solutions.

There are several advantages of testing the performance of the algorithms using Benchmark test functions, such as ease of implementation, faster execution and the fact that their optimal fronts are already known. The ZDT test suite is one of the most widely employed Benchmark test functions for multi-objective in the evolutionary algorithm literature, Deb, Thiele, Laumanns and Zitzler (2002). Two test functions to be implemented in the current work are Zitzler–Deb–Thiele’s function N.1: (ZDT1) and Zitzler–Deb–Thiele’s function N.2 (ZDT2). The parameter settings for the evolutionary process of the algorithms are illustrated in Table 5.1.
Objective functions: this experiment uses ZDT1 and ZDT2 as the optimization functions. The ZDT1 test function is described as follows:

\[
\begin{align*}
\text{minimize} & \quad f_1(x) = x_1, \\
& \quad f_2(x) = g(x) \times [1 - \sqrt{\frac{f_1(x)}{g(x)}}] 
\end{align*}
\]  

(5.9)

where

\[
g(x) = 1 + 9 \frac{\left( \sum_{i=2}^{n} x_i \right)}{(n-1)}
\]  

(5.10)

ZDT2 test function is given as:

\[
\begin{align*}
\text{minimize} & \quad f_1(x) = x_1, \\
& \quad f_2(x) = g(x) \times [1 - \left( \frac{f_1(x)}{g(x)} \right)^2] 
\end{align*}
\]  

(5.11)

where

\[
g(x) = 1 + 9 \frac{\left( \sum_{i=2}^{n} x_i \right)}{(n-1)}
\]  

(5.12)

Chromosome representation: individual \(x\) is represented as a vector \((x_1, x_2, \ldots, x_n)\) where \(n\) is the number of variables in one solution and \(n = 30\) is selected in this work as suggested in Huband et al. (2006). Each variable \(x_i\) takes a real number in range \([0, 1]\).

Number of runs: each algorithm runs 20 independent times. Solutions found in every generation are recorded to calculate results of the performance indicators.

Performance indicators: HV is utilized to evaluate the performance of the algorithms. Mean of HV in 20 runs over generations achieved by the algorithms in every generation are compared.
Table 5.2: Experimental parameters settings for NS-LS, SA-LS, and NSGA-II in Experiments 2 and 3.

<table>
<thead>
<tr>
<th>No.</th>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$N$</td>
<td>Population size</td>
<td>20, 40, 60, and 80</td>
</tr>
<tr>
<td>2</td>
<td>maxEval</td>
<td>Number of evaluations using SUMO</td>
<td>1200</td>
</tr>
<tr>
<td>3</td>
<td>$p_c$</td>
<td>Crossover probability</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>$p_m$</td>
<td>Mutation probability</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>$P_{mv}$</td>
<td>Mutation probability of a variable</td>
<td>$1.0/n$</td>
</tr>
<tr>
<td>6</td>
<td>$n$</td>
<td>Number of variables</td>
<td>13 (in Experiment 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9 (in Experiment 3)</td>
</tr>
</tbody>
</table>

5.5.2 Experiments using real-time traffic scenarios simulated by SUMO

This section describes two experiments which have been established to evaluate the performance of NS-LS, SA-LS, NSGA-II, and MOEA/D using Andrea Costa and Pasubio scenarios.

5.5.2.1 Experiment 2 - Andrea Costa scenario

Objective functions: the traffic scenario of Andrea Costa is used to evaluate the performance of the algorithms. Objectives optimized in this experiments are minimizing time loss and maximizing the flow of the traffic network. Experimental parameter settings are shown in Table 5.2. The number of variables $n$ indicates the number of phases in a cycle of the traffic light control program. There are 13 and 9 phases in Experiments 2 and 3, respectively, as a result, $n$ takes values of 13 and 9 in these two experiments.

Performance indicators: HV, C-metric, S, and MS are used to compare the algorithms in this experiment. Moreover, other related statistical measurements such as standard deviation, median, min and max values of the HV are also calculated.

Number of runs: it is necessary to perform multiple runs of each algorithm to more accurately evaluate the performance. Therefore, in this experiment, each algorithm independently run 20 times. Solutions found in every generation and their objective values are recorded to calculate the results of the performance indicators.
Number of solution evaluations using SUMO: for each run, 1200 evaluations using the traffic simulator are performed.

Population size: for each algorithm, population sizes of 20, 40, 60, and 80 are used to evaluate the performance of the algorithms in different population sizes.

5.5.2.2 Experiment 3 - Pasubio scenario

It is important that the proposed algorithms are transparent to different traffic networks. This means the proposed algorithms should work effectively in various traffic conditions. Consequently, we establish this experiment to evaluate the transferability of our proposed algorithm by using another traffic scenario to evaluate the algorithms.

The traffic scenario used in this experiment is Pasubio. Other parameters of this experiment are the same with Experiment 2 in the previous section.

5.6 Conclusion

Constructing a traffic scenario is time-consuming as real traffic data and traffic signal plan are not always available. Several traffic scenarios have been introduced and they are available to the public. This chapter introduces two traffic scenarios, Andrea Costa and Pasubio, used to evaluate the performance of SA-LS, NS-LS, NSGA-II, and MOEA/D. A number of assessment indicators are also presented, including HV, C-metric, S, and MS. They measure both convergence and diversity results of the algorithms. Before assessing the performance of the algorithm using traffic scenarios, we evaluate them using Benchmark test functions to have an overview of the general performance of the algorithms. A number of experiments using different test functions and traffic scenarios have been established to evaluate the performance of the algorithms.
Chapter 6

Experimental Results

6.1 Introduction

Anytime behaviour or ability to provide good solutions at any point during execution is preferable in traffic signal optimization. Moreover, in transportation optimization, small populations sizes are necessary for traffic scenarios where processing capacities are limited. NS-LS is a multi-objective optimization algorithm for traffic signal control based on NSGA-II and local search.

Multi-objective evolutionary algorithms (MOEAs) are superior to traditional optimization approaches and they have been widely used in traffic signal optimization problems. To assign fitness value to a solution, traffic simulators are one of the popular tools as they have several advantages such as high accuracy and ability to capture dynamics of time-dependent traffic phenomena. However, the simulation is very time-consuming, especially in large-scale traffic networks. Surrogate-assisted evolutionary algorithms help reducing the running time while give optimised solution. To the best of our knowledge, traffic signal optimization using surrogate models is not common in the literature of current signal control approaches. Only a few studies consider using surrogates with some assumptions which are not suitable and practical in real-time urban traffic management. SA-LS which is an enhancement of NS-LS utilizes a surrogate model to reduce the burden of the computational cost of fitness evaluation. The computational cost of the surrogate model is much lower than that of traffic simulators, therefore, it is partially used to estimate the objective values of solutions.
Before assessing the performance of the proposed algorithms using traffic scenarios, we evaluate their correctness using ZDT1 and ZDT2 test functions. These Benchmark test functions have been widely used in the evolutionary algorithm literature.

Two traffic scenarios, Andrea Costa and Pasubio, have been utilized to demonstrate the performance of NS-LS and SA-LS. These scenarios are good tools to evaluate traffic signal control algorithms as they adequately provide necessary components such as traffic network, traffic demands, and additional infrastructure. Furthermore, these scenarios are available to the public to help researchers evaluate their hypotheses in a reproducible and comparable experimental setup.

To evaluate the performance of the proposed algorithms, several experiments established in Chapter 5 have been implemented and their results are illustrated in this chapter. The performance of NS-LS, SA-LS, NSGA-II, and MOEA/D are compared using both convergence and diversity indicators. Furthermore, for the experiments using traffic scenarios, the distribution of optimal solutions obtained by the algorithms with various population sizes are studied and analysed. Time loss and flow over generations from Experiments 2 and 3 are also studied.

This chapter is organized as follows: Section 6.2 shows the result of Experiment 1 which uses Benchmark test function ZDT1 and ZDT2 as objective functions while Section 6.3 presents the results of experiments using two traffic scenarios Andrea Costa and Pasubio to evaluate the performance of the algorithms. Section 6.4 concludes this chapter.

6.2 Experiment 1: ZDT1 and ZDT2 test functions

The overall performance of NS-LS, SA-LS, NSGA-II, and MOEA/D in experiment 1 are shown and discussed in this section. In this experiment, each algorithm runs 20 times. In each run, HV obtained by each algorithm in every generation is calculated. The number of solution evaluations using ZDT functions in each iteration is also recorded. Average HV on 20 runs of the algorithms are then computed using Equation 5.5 and this metric is used as the main performance indicator to assess the algorithms in this experiment. The objective functions utilized in this experiment are ZDT1 and ZDT2 and the results are presented in the following paragraphs.
The means of HV obtained by the four algorithms over the number of evaluations using ZDT1 function are illustrated in Figure 6.1. It is clear from the figure that, during the optimization process, the proposed algorithms NS-LS and SA-LS gain higher HV values compared to NSGA-II. Consequently, using the same number of evaluations evaluated by ZDT1 function, NS-LS and SA-LS achieve better performance than NSGA-II. On the other hand, NS-LS, SA-LS, and MOEA/D gain almost identical performance at the first 2000 evaluations. MOEA/D outperforms NS-LS and SA-LS in between 2000 and 8000 evaluations, afterwards, they obtain similar HV values. SA-LS achieves slightly better performance compared to NS-LS in the middle of the optimization process. Furthermore, NS-LS, SA-LS, and MOEA/D reach the Pareto-optimal front earlier than NSGA-II.

The mean HV value obtained by these algorithms using ZDT2 as the objective function are shown in Figure 6.2. The conclusions we can draw from this figure are similar to the results of the experiment using ZDT1 as the objective function:

1. NS-LS and SA-LS outperform NSGA-II as during the entire optimization process, mean values of HV achieved by NS-LS, SA-LS, and MOEA/D are always higher than that of NSGA-II;
2. SA-LS finds better solutions than NS-LS in between 4000 and 12000 evaluations, despite mean of HV values acquired by NS-LS and SA-LS using ZDT2 as the objective function are almost identical in the first 4000 evaluations of the optimization process.

3. The convergence of MOEA/D is slightly better than the others in ZDT1 while the optimization result of MOEA/D has considerable stronger convergence than other algorithms in ZDT2. Furthermore, MOEA/D reaches the Pareto-optimal front earlier than the other algorithms;

In conclusion, the results of this experiment show that our proposed algorithms perform in a similar way to NSGA-II and MOEA/D and hence they work correctly. Furthermore, NS-LS and SA-LS always outperform NSGA-II in ZDT1 and ZDT2 test functions. Although MOEA/D achieves higher average HV in the middle of the optimization process with ZDT1 test function and in the entire optimization process with ZDT2 test function, in overall, the results of NS-LS and SA-LS are promising. Experiments 2 and 3 investigate the performance of the proposed models using two traffic scenarios and the results are shown in the following section.
6.3 Results of experiments using traffic scenarios

6.3.1 Results of Experiment 2 - Andrea Costa

This experiment utilizes Andrea Costa traffic scenario to evaluate the performance of the algorithms. Four population sizes which are 20, 40, 60, and 80 are used in the evolutionary search. Each algorithm runs 20 independent times. Hypervolume is the main performance indicators used to measure the anytime behavior of the algorithms. The optimization results of the algorithms are further compared using diversity indicators such as $S$ and $MS$.
Table 6.1: A solution obtained by SA-LS algorithm in the final generation with the population size 20 in Experiment 2.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Signal</th>
<th>Duration value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GGrrrrrGGgrtrGGrtr</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>yyyyrrrrGGrtrGGrtr</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>rrrGGGGGgrtrGGrtrGGG</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>rrrGGGGGrrrrrrrrrrrr</td>
<td>14</td>
</tr>
</tbody>
</table>

There are $N$ solutions produced by each optimization algorithm in the final generation with $N$ is the population size. An example of a solution obtained by SA-LS algorithm with the population size 20 in Experiment 2 is introduced in Table 6.1. The first column represents the phase order while traffic signal is shown in the second column. Symbol $G$ indicates an exclusive green light which means that vehicles can pass the junction with priority while character $g$ describes the green light without priority. Symbol $r$ represents red light for a signal and $y$ means amber (yellow) light. The last column provides the duration value of phases in second.

### 6.3.1.1 Hypervolume Metric

Average HV with standard deviation on 20 independent runs returned by the algorithms at the end of the optimization process runs are illustrated in Figure 6.3. It can be seen from the figure that NS-LS and SA-LS always obtain higher mean values of HV than NSGA-II and MOEA/D in all four different population sizes. Consequently, we can conclude that our proposed algorithms NS-LS and SA-LS work more effectively than NSGA-II and MOEA/D in various population sizes, especially in small population sizes, which is important in traffic management. In the comparison between NS-LS and SA-LS, average HV acquired by SA-LS is always higher than that of NS-LS in different population sizes. Therefore, SA-LS is superior to NS-LS.

Figure 6.4 presents average HV achieved by the four algorithms over the number of evaluations using SUMO in different population sizes. As illustrated in the four sub-figures, using the same number of solution evaluations implemented by SUMO, NS-LS and SA-LS always achieve higher HV values compared to NSGA-II during the entire
optimization process in all four different population sizes. Moreover, average HV obtained by SA-LS is always higher or equal to that of NS-LS over the number of traffic simulator-based evaluations on different population sizes.

When the population size is 20, average HV obtained by MOEA/D is slightly higher than that achieved by NS-LS and SA-LS in the first 100 evaluations conducted with SUMO. When the population size increases, the number of evaluations that NS-LS and SA-LS used to catch up MOEA/D also increases. When the population size is 40, the optimization result of MOEA/D is better than the proposed algorithms in the first 200 evaluations using SUMO. In case of the population size is 60, NS-LS and SA-LS outperforms MOEA/D in the period from 350 evaluations until the end of the optimization process. When the population size is 80, average HV of MOEA/D is larger

Figure 6.4: Mean of HV on 20 runs obtained by NS-LS, SA-LS, NSGA-II, and MOEA/D over the number of evaluations using SUMO in Experiment 2.
Figure 6.5: Mean HV with standard deviation of MOEA/D, NSGA-II, NS-LS, and SA-LS on 20 different runs in population size 20 in Experiment 2.
than HV obtained by NS-LS and SA-LS in the first 500 and 700 traffic simulator-based evaluations, respectively. Thereafter, average HV obtained by MOEA/D is still lower than that of NS-LS and SA-LS. It can be concluded that although MOEA/D performs better than NS-LS and SA-LS at the beginning of the optimization process, thereafter the proposed algorithms catch up and performs much better.

Figure 6.5 illustrates the comparison between pairs of algorithms in terms of mean with standard deviation over the number of traffic simulator-based evaluations in population size 20. These results of population sizes 40, 60, and 80 are presented in Appendix B. This figure shows how consistent the algorithms are over various runs and generations. The bold line in the middle of the color-filled area is the mean HV obtained by each algorithm. The width of the color-filled area is the width of the standard deviation around the mean HV achieved by different runs. We can see from the sub-figures that standard deviations are relatively uniform between algorithms and different population sizes. Therefore, the variability of the optimization result obtained by the algorithms are relatively small over various runs and generation.

Table 6.2 presents the best, worst, median, mean, and standard deviation HV values obtained by NS-LS, SA-LS, NSGA-II, and MOEA/D by the end of the optimization process through 20 independent runs in experiment 2. These results shows that the convergence rate of NS-LS and SA-LS is better than that of MOEA/D and NSGA-II as the mean values of HV acquired by NS-LS and SA-LS is always higher than MOEA/D and NSGA-II in various population sizes. Best HVs found by NS-LS and SA-LS are also larger than those obtained by MOEA/D and NSGA-II in different population sizes. The worst HVs in population sizes 20, 40, and 80 are produced by NSGA-II while MOEA/D got the worst HV in the case of population size 60. There are is much difference between the standard deviation of the algorithms over various population sizes.

Figure 6.6 illustrates the distribution of solutions in the non-dominated set obtained by NS-LS, SA-LS, NSGA-II, and MOEA/D at the end of the optimization process in various population sizes. They are the best solutions found by an algorithm and can be used to identified the Pareto-optimal front of the optimization problem. For each algorithm, to obtain the non-dominated set, solutions in final generation of all 20 different runs are combined and then sorted using a non-dominated sorting algorithm. Only solutions in the first non-dominated front are then plotted in the figure.
Table 6.2: Best, worst, median, mean, and standard deviation of HV obtained by MOEA/D, NSGA-II, NS-LS, and SA-LS in Experiment 2, each over 20 independent runs and for different population sizes.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>HV value</th>
<th>Pop size=20</th>
<th>Pop size=40</th>
<th>Pop size=60</th>
<th>Pop size=80</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOEA/D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.625</td>
<td>0.610</td>
<td>0.597</td>
<td>0.596</td>
<td></td>
</tr>
<tr>
<td>Worst</td>
<td>0.576</td>
<td>0.574</td>
<td>0.560</td>
<td>0.562</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.588</td>
<td>0.578</td>
<td>0.580</td>
<td>0.580</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.593</td>
<td>0.584</td>
<td>0.578</td>
<td>0.580</td>
<td></td>
</tr>
<tr>
<td>Stdev</td>
<td>0.016</td>
<td>0.013</td>
<td>0.010</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>NSGA-II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.599</td>
<td>0.616</td>
<td>0.600</td>
<td>0.609</td>
<td></td>
</tr>
<tr>
<td>Worst</td>
<td>0.534</td>
<td>0.555</td>
<td>0.569</td>
<td>0.552</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.563</td>
<td>0.586</td>
<td>0.588</td>
<td>0.581</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.563</td>
<td>0.587</td>
<td>0.588</td>
<td>0.579</td>
<td></td>
</tr>
<tr>
<td>Stdev</td>
<td>0.023</td>
<td>0.019</td>
<td>0.012</td>
<td>0.017</td>
<td></td>
</tr>
<tr>
<td>NS-LS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.681</td>
<td>0.632</td>
<td>0.644</td>
<td>0.623</td>
<td></td>
</tr>
<tr>
<td>Worst</td>
<td>0.572</td>
<td>0.585</td>
<td>0.565</td>
<td>0.566</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.618</td>
<td>0.629</td>
<td>0.585</td>
<td>0.597</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.626</td>
<td>0.631</td>
<td>0.599</td>
<td>0.600</td>
<td></td>
</tr>
<tr>
<td>Stdev</td>
<td>0.014</td>
<td>0.015</td>
<td>0.016</td>
<td>0.017</td>
<td></td>
</tr>
<tr>
<td>SA-LS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.951</td>
<td>0.641</td>
<td>0.619</td>
<td>0.634</td>
<td></td>
</tr>
<tr>
<td>Worst</td>
<td>0.571</td>
<td>0.593</td>
<td>0.582</td>
<td>0.576</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.628</td>
<td>0.638</td>
<td>0.593</td>
<td>0.608</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.636</td>
<td>0.640</td>
<td>0.621</td>
<td>0.622</td>
<td></td>
</tr>
<tr>
<td>Stdev</td>
<td>0.011</td>
<td>0.016</td>
<td>0.017</td>
<td>0.017</td>
<td></td>
</tr>
</tbody>
</table>

In general, most non-dominated solutions found by the four algorithms are relatively close to each other over four different population sizes. Solutions in the non-dominated set achieved by NS-LS and SA-LS are distributed closer to the optimal front than those of MOEA/D and NSGA-II. As illustrated in the sub-figure 6.6a, solutions in the non-dominated set obtained by NSGA-II are distributed further away from the those in the non-dominated sets obtained by NS-LS, SA-LS, and MOEA/D. Therefore, the optimization results of NSGA-II does not have as good a convergence rate as the other algorithms in the population size 20. Most solutions found by NSGA-II are distributed closer to the optimal front than those of MOEA/D when the population sizes are 40 and 60. Consequently, optimization results of our proposed algorithms are better than NSGA-II and MOEA/D. In sub-figures from 6.6b to 6.6d, non-dominated fronts of the algorithms are placed further way from each other than those in the first sub-figure.
6.3.1.2 C-metric results

MOEA/D, NSGA-II, NS-LS, and SA-LS are compared in Table 6.3 in terms of C-metrics. $C(A, B)$ refers to the proportion of the solutions in set $B$ which are dominated by at least one solution in $A$. This metric is used to compare the convergence rate of two algorithms. $C(A, B) < C(B, A)$ indicates that $A$ has better convergence rate than $B$. C-metric of each algorithm in this study is calculated from its approximated optimal set which consists of the non-dominated solutions obtained from the final generation of all 20 independent runs.

As we can see from this table, $C(MOEA/D, NS-LS) < C(NS-LS, MOEA/D)$ in
Table 6.3: C-metric obtained by NS-LS, SA-LS, NSGA-II, and MOEA/D at the end of the optimization process in Experiment 2. For each algorithm, this metric is calculated using the non-dominated set obtained from the final generations of 20 runs.

<table>
<thead>
<tr>
<th></th>
<th>Pop size 20</th>
<th>Pop size 40</th>
<th>Pop size 60</th>
<th>Pop size 80</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(MOEA/D, NS-LS)</td>
<td>0.2609</td>
<td>0.2500</td>
<td>0.1925</td>
<td>0.3462</td>
</tr>
<tr>
<td>C(NS-LS, MOEA/D)</td>
<td>0.4242</td>
<td>0.3478</td>
<td>0.3333</td>
<td>0.4118</td>
</tr>
<tr>
<td>C(MOEA/D, SA-LS)</td>
<td>0.3125</td>
<td>0.2727</td>
<td>0.1481</td>
<td>0.2727</td>
</tr>
<tr>
<td>C(SA-LS, MOEA/D)</td>
<td>0.4348</td>
<td>0.3478</td>
<td>0.5714</td>
<td>0.5294</td>
</tr>
<tr>
<td>C(NSGA-II, NS-LS)</td>
<td>0.0303</td>
<td>0.0833</td>
<td>0.3333</td>
<td>0.0385</td>
</tr>
<tr>
<td>C(NS-LS, NSGA-II)</td>
<td>0.8095</td>
<td>0.6207</td>
<td>0.3913</td>
<td>0.6429</td>
</tr>
<tr>
<td>C(NSGA-II, SA-LS)</td>
<td>0.1250</td>
<td>0.1515</td>
<td>0.2593</td>
<td>0.1364</td>
</tr>
<tr>
<td>C(SA-LS, NSGA-II)</td>
<td>0.8571</td>
<td>0.6552</td>
<td>0.6522</td>
<td>0.7857</td>
</tr>
<tr>
<td>C(NS-LS, SA-LS)</td>
<td>0.1875</td>
<td>0.2727</td>
<td>0.2963</td>
<td>0.4545</td>
</tr>
<tr>
<td>C(SA-LS, NS-LS)</td>
<td>0.6061</td>
<td>0.4167</td>
<td>0.5238</td>
<td>0.4615</td>
</tr>
</tbody>
</table>

all four population sizes. Hence, the percentage of solutions in MOEA/D dominated by at least one solution in NS-LS is larger than the percentage of solutions NS-LS which is dominated by at least one solutions in MOEA/D. Consequently, NS-LS has better convergence rate than MOEA/D. It is also indicated in the table that NS-LS and SA-LS converge faster than NSGA-II as $C(\text{NSGA-II, NS-LS}) < C(\text{NS-LS, NSGA-II})$ and $C(\text{NSGA-II, SA-LS}) < C(\text{SA-LS, NSGA-II})$. Similarly, solutions in MOEA/D are dominated by solutions in SA-LS in different population sizes. $C(\text{NS-LS, SA-LS}) < C(\text{SA-LS, NS-LS})$ in various population size and this implies that SA-LS is better than NS-LS in terms of the convergence rate.

6.3.1.3 Diversity results

MOEA/D, NSGA-II, NS-LS, and SA-LS are further compared in Table 6.4 in terms of Schott ($S$) and Maximum Spread ($MS$) metrics. $S$ measures how evenly the solutions in the approximated optimal front are distributed in the objective space. The smaller $S$ is, the more evenly solutions are distributed. $MS$ measures the spread of solutions and the larger $MS$ is, the more widely they are spread. The optimization results will be better if the distribution of approximated optimal solutions can cover the whole period. $S$ and $MS$ results of each algorithm are calculated from the non-dominated set which is achieved from the final solutions of 20 independent runs.
Table 6.4: S and MS metrics achieved by NS-LS, SA-LS, NSGA-II, and MOEA/D in Experiment 2. For each algorithm, these diversity metrics are calculated using the non-dominated set obtained from the final generations of 20 runs.

<table>
<thead>
<tr>
<th>Population size</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MOEA/D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.0006197</td>
<td>0.0004628</td>
<td>0.0004954</td>
<td>0.0005136</td>
</tr>
<tr>
<td>MS</td>
<td>0.013498</td>
<td>0.012061</td>
<td>0.011263</td>
<td>0.012922</td>
</tr>
<tr>
<td><strong>NSGA-II</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.0004979</td>
<td>0.0003535</td>
<td>0.0002802</td>
<td>0.0012178</td>
</tr>
<tr>
<td>MS</td>
<td>0.016317</td>
<td>0.016277</td>
<td>0.012811</td>
<td>0.020818</td>
</tr>
<tr>
<td><strong>NS-LS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.0002914</td>
<td>0.0004875</td>
<td>0.0005419</td>
<td>0.0005878</td>
</tr>
<tr>
<td>MS</td>
<td>0.013353</td>
<td>0.015803</td>
<td>0.017468</td>
<td>0.015943</td>
</tr>
<tr>
<td><strong>SA-LS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.0003636</td>
<td>0.0003970</td>
<td>0.0010946</td>
<td>0.0004980</td>
</tr>
<tr>
<td>MS</td>
<td>0.015291</td>
<td>0.016001</td>
<td>0.021057</td>
<td>0.017339</td>
</tr>
</tbody>
</table>

It is clear from Table 6.4 that, in population size 20, solutions obtained by NS-LS and SA-LS are more evenly distributed than those of MOEA/D and NSGA-II as $S$ values acquired by NS-LS and SA-LS are smaller than $S$ values derived by MOEA/D and NSGA-II. NSGA-II spreads more evenly than the other algorithms in population sizes 40 and 60 while solutions in the approximated front acquired by SA-LS are distributed most uniformly in population size 80.

In term of maximum spread measurement, NSGA-II and SA-LS are the two most widely spread in population sizes 20 and 40, 80. SA-LS is the algorithm which has largest $MS$ value in population size 60, therefore, its non-dominated solutions in the approximated optimal front spread most widely. The worst $MS$ are produced by MOEA/D when the population sizes are 40, 60 and 80 while NS-LS has smallest $MS$ in the case of population size 20.

**Summary of results**

It is clear from the results of this experiment that the proposed algorithms have the capacity to efficiently optimize traffic signal timings using different population sizes 20, 40, 60, and 80. At the end of the optimization process, NS-LS and SA-LS always have larger mean HV values than MOEA/D and NSGA-II in all the four population sizes. The mean HVs achieved by the proposed algorithms over the traffic simulator-based evaluations are better than those of NSGA-II. Although MOEA/D outperforms NS-LS and SA-LS in terms of mean HV at the beginning of the optimization process, mean HVs of our algorithms are larger than those of MOEA/D in the most period of the
optimization. As a results, we can conclude that the proposed algorithms have better anytime behavior compared to MOEA/D and NSGA-II in various population sizes.

The optimization results of SA-LS is always better than that of NS-LS in four population sizes as mean HV achieved by SA-LS is always higher than that obtained by NS-LS over the number of traffic simulator-base evaluations. Therefore, the surrogate works effectively to reduce the number of simulation-based evaluations in each generation. For that reason, the number of generations in the evolutionary process can be increased. Consequently, using the same number of evaluations performed by SUMO, SA-LS has better anytime behaviour than NS-LS as well as MOEA/D and NSGA-II.

In terms of diversity measurement, solutions in the approximated optimal fronts achieved by NS-LS and SA-LS are distributed more evenly than those of MOEA/D and NSGA-II in population size 20. Solutions of SA-LS spread most widely among the algorithms in population size 80. In other cases, SA-LS and NS-LS are slightly worse than MOEA/D and NSGA-II in term of $S$ metric. NSGA-II and SA-LS are the most widely spread in population sizes 20, 40, and 80. It can be concluded that our algorithms have a good diversity.

To evaluate the transferability of the proposed algorithms, Experiment 3 is conducted to examine the ability of NS-LS and SA-LS to work effectively in various traffic conditions. Another traffic scenario is used in the next experiment and the algorithms are assessed using the same measurement metrics as in this experiment. The results of Experiment 3 are described in the following section.

### 6.3.2 Results of Experiment 3

In this experiment, NS-LS, SA-LS, NSGA-II, and MOEA/D are evaluated using Pasubio traffic scenario. Similar to experiment 2, each algorithm runs 20 independent times in each population size. Four different population sizes are used, which are 20, 40, 60, and 80. HV is the main indicator as it measures the convergence rate of algorithms as well as it is used to compare anytime behavior between algorithms. Furthermore, the algorithms are also assessed using diversity metrics. The results of the algorithms are presented in the following paragraphs.
6.3.2.1 Hypervolume results

The mean with standard deviation obtained at the end of the optimization process on 20 runs of the algorithms are illustrated in Figure 6.7. Overall, NS-LS and SA-LS always have higher mean HV than NSGA-II and MOEA/D in the four population sizes. These results validate that NS-LS and SA-LS have better anytime behaviour compared to NSGA-II and MOEA/D in various population sizes. In comparison between SA-LS and NS-LS, mean HV obtained by SA-LS is always larger than that of NS-LS in all different population sizes. Consequently, SA-LS has better anytime behaviour than NS-LS even in small population sizes. This result confirm the conclusion of the experiment 2.

Performance of the algorithms over the number of traffic simulator-based evaluations
in different population sizes is illustrated in Figure 6.8. Generally, NS-LS and SA-LS achieved larger mean HVs than NSGA-II and MOEA/D over the entire optimization process in all four different population sizes. Therefore, it can be concluded that NS-LS and SA-LS have better anytime behaviour than NSGA-II and MOEA/D over the number of evaluations evaluated by SUMO.

In Figure 6.8a, although MOEA/D has a significant lower convergence rate than NS-LS and SA-LS in the first 800 evaluations, its mean HV obtained at the end of the optimization process is slightly smaller than that of NS-LS. The optimization results of NSGA-II is slightly better than NS-LS in between 200 and 300 evaluations. When the population sizes are 40 and 80, NS-LS and SA-LS outperform NSGA-II and MOEA/D during the entire optimization process as illustrated in Figures 6.8b and 6.8d. In Figure
MOEA/D gains larger average HV than NS-LS in between 300 and 560 evaluations while mean of HV achieved by SA-LS is slightly smaller than that of MOEA/D in between 350 and 400 evaluations.

When the population size is 20, NS-LS outperforms SA-LS in the first 150 evaluations. Thereafter, SA-LS achieves better average HV than NS-LS. Similarly, NS-LS is better than SA-LS in the first 250 evaluations, then this is converted and SA-LS outperforms NS-LS until the end of the optimization process. In other population sizes, mean HV obtained by SA-LS is always equal or larger than that acquired by NS-LS over number of traffic simulator-based evaluations. Consequently, the combination of the local search with a surrogate works effectively as it helps to enhance anytime behaviour of the optimization algorithm in traffic signal timing optimization.

Figure 6.9 represents the mean HV with standard deviation achieved by MOEA/D, NSGA-II, NS-LS, and SA-LS over 20 runs for population size 20. The results of population sizes 40, 60, and 80 are provided in Appendix C. Overall, standard deviations obtained by the algorithms in this experiment are larger than those in the previous experiment. Moreover, standard deviation obtained by the algorithms in this experiment is not uniform. Among the algorithms, SA-LS has the smallest standard deviation, therefore, SA-LS works the most consistently over various runs. Standard deviation gained by NS-LS is slightly smaller than that of NSGA-II. MOEA/D achieved the largest standard deviation compared to the other algorithms. Consequently, the variability of HV over the runs produced by NS-LS is smaller than that of NSGA-II and MOEA/D.

In Figure 6.9b, although mean HV obtained by MOEA/D is always smaller than that achieved by SA-LS, HVs obtained at the end of the optimization process of MOEA/D in some runs are larger than those of SA-LS. Furthermore, standard deviation obtained by MOEA/D is large in the entire process while standard deviations of the other algorithms are small at the beginning and after that, they increase.

In Experiment 2, HV increase relatively slowly from around 400 traffic simulator-based evaluations until the end of the optimization process. However, in this experiment, the algorithms still converge at the end of the optimization process. Therefore, the algorithms probably need more evaluations using traffic simulator before their optimization results can reach the optimal front. However, this study does not conduct the experiment with a larger number of evaluations using SUMO as this remarkably increases
Figure 6.9: Mean HV with standard deviation of MOEA/D, NSGA-II, NS-LS, and SA-LS on 20 different runs in population size 20 in Experiment 3.
Table 6.5: Best, worst, median, mean, and stdev of HV obtained by NS-LS, SA-LS, and NSGA-II over 20 independent runs in Experiment 3.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>HV value</th>
<th>Pop size=20</th>
<th>Pop size=40</th>
<th>Pop size=60</th>
<th>Pop size=80</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>0.882</td>
<td>0.899</td>
<td>0.900</td>
<td>0.806</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.549</td>
<td>0.464</td>
<td>0.423</td>
<td>0.572</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.671</td>
<td>0.661</td>
<td>0.730</td>
<td>0.640</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.689</td>
<td>0.664</td>
<td>0.710</td>
<td>0.667</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.106</td>
<td>0.110</td>
<td>0.135</td>
<td>0.080</td>
</tr>
<tr>
<td>MOEA/D</td>
<td>Best</td>
<td>0.784</td>
<td>0.830</td>
<td>0.695</td>
<td>0.685</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.538</td>
<td>0.609</td>
<td>0.620</td>
<td>0.587</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.632</td>
<td>0.689</td>
<td>0.643</td>
<td>0.642</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.654</td>
<td>0.686</td>
<td>0.648</td>
<td>0.642</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.089</td>
<td>0.065</td>
<td>0.026</td>
<td>0.029</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>Best</td>
<td>0.837</td>
<td>0.961</td>
<td>0.872</td>
<td>0.755</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.562</td>
<td>0.697</td>
<td>0.637</td>
<td>0.618</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.691</td>
<td>0.894</td>
<td>0.710</td>
<td>0.696</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.695</td>
<td>0.851</td>
<td>0.744</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.087</td>
<td>0.098</td>
<td>0.078</td>
<td>0.042</td>
</tr>
<tr>
<td>NS-LS</td>
<td>Best</td>
<td>0.751</td>
<td>0.968</td>
<td>0.881</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.628</td>
<td>0.781</td>
<td>0.632</td>
<td>0.714</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.720</td>
<td>0.863</td>
<td>0.758</td>
<td>0.786</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.726</td>
<td>0.867</td>
<td>0.764</td>
<td>0.775</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.092</td>
<td>0.067</td>
<td>0.081</td>
<td>0.034</td>
</tr>
<tr>
<td>SA-LS</td>
<td>Best</td>
<td>0.751</td>
<td>0.968</td>
<td>0.881</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.628</td>
<td>0.781</td>
<td>0.632</td>
<td>0.714</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.720</td>
<td>0.863</td>
<td>0.758</td>
<td>0.786</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.726</td>
<td>0.867</td>
<td>0.764</td>
<td>0.775</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.092</td>
<td>0.067</td>
<td>0.081</td>
<td>0.034</td>
</tr>
</tbody>
</table>

The running time of the experiment as one simulation takes around 25 seconds using a PC with Intel(R) Core(TM) i5-6500 CPU 3.2GHz. Moreover, the main purpose of our proposed algorithms is to have a good anytime behaviour. The optimization results of the algorithms in this experiment with 1200 traffic simulator-based evaluations already confirm the good anytime behaviour of NS-LS and SA-LS as well as their ability to work in small population sizes which is important in traffic signal timing optimization problems.

Best, worst, median, mean, and standard deviation of the algorithms in all four different population sizes on 20 runs are shown in Table 6.5. In terms of the best HV, MOEA/D gets the highest HV values among the algorithms in population sizes 20, 60, and 80 although mean HVs of MOEA/D are smaller than those of NS-LS and SA-LS. The best HV in population size 40 has been achieved by SA-LS. The worst HV in population size 20 belongs to NSGA-II while in case of population size 40, 60, and 80, MOEA/D is the algorithm which has the worst HV.
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MOEA/D has the largest standard deviation among the four algorithms in all four different population sizes. SA-LS has the smallest standard deviation compared to the other algorithms in the population size 20. It indicates that SA-LS work more consistently than the other algorithms as the smaller standard deviation implies the smaller variability of HV over various runs. The optimization result of NSGA/II has smallest standard deviation among them in population sizes 40, 60, and 80. In the case of population size 20, standard deviation of NSGA/II and NS-LS are similar and they are smaller than that of MOEA/D. Standard deviations of SA-LS in population sizes 20, 40, and 80 are relatively smaller than those of NS-LS while these values are similar in population size 60.

Figure 6.10: Distribution of solutions in the non-dominated set achieved by NS-LS, SA-LS, NSGA-II, and MOEA/D at the end of the optimization process in Experiment 3. These solutions are selected from the final solutions of 20 runs.
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Table 6.6: C-metric obtained by NS-LS, SA-LS, NSGA-II, and MOEA/D at the end of the optimization process in Experiment 3. For each algorithm, this metric is calculated using the non-dominated set obtained from the final generations of 20 runs.

<table>
<thead>
<tr>
<th>C-metric</th>
<th>Pop size 20</th>
<th>Pop size 40</th>
<th>Pop size 60</th>
<th>Pop size 80</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(MOEA/D, NS-LS)</td>
<td>0.4706</td>
<td>0.1765</td>
<td>0.1429</td>
<td>0.2667</td>
</tr>
<tr>
<td>C(NS-LS, MOEA/D)</td>
<td>0.6667</td>
<td>0.5000</td>
<td>0.4000</td>
<td>0.8750</td>
</tr>
<tr>
<td>C(MOEA/D, SA-LS)</td>
<td>0.2667</td>
<td>0.0526</td>
<td>0.1429</td>
<td>0.0714</td>
</tr>
<tr>
<td>C(SA-LS, MOEA/D)</td>
<td>0.6667</td>
<td>0.7143</td>
<td>0.7000</td>
<td>0.8750</td>
</tr>
<tr>
<td>C(NSGA-II, NS-LS)</td>
<td>0.2000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>C(NS-LS, NSGA-II)</td>
<td>0.8571</td>
<td>1.0000</td>
<td>0.7778</td>
<td>1.0000</td>
</tr>
<tr>
<td>C(NSGA-II, SA-LS)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>C(SA-LS, NSGA-II)</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>C(NS-LS, SA-LS)</td>
<td>0.2000</td>
<td>0.3158</td>
<td>0.0000</td>
<td>0.3636</td>
</tr>
<tr>
<td>C(SA-LS, NS-LS)</td>
<td>0.7500</td>
<td>0.5882</td>
<td>0.8571</td>
<td>0.4286</td>
</tr>
</tbody>
</table>

optimal front of NS-LS and SA-LS in this experiment are closer to the optimal front than those of MOEA/D and NSGA-II. This results confirm that NS-LS and SA-LS have better convergence rates compared to MOEA/D and NSGA-II. In population sizes 60 and 80, non-dominated solutions obtained by NSGA-II are distributed far from those of the other three algorithms. Number of solutions in the approximated front achieved by NSGA-II in population size 20 is smaller than that of the other algorithms. In population size 40, solutions of NSGA-II are placed closer to the approximated front of NS-LS and SA-LS than those of MOEA/D.

6.3.2.2 C-metric results

The algorithms are further compared in Table 6.6 in terms of C metric which is another convergent indicator. Similar to the previous experiment, C-metric is calculated using non-dominated solutions obtained from 20 runs. In terms of comparison between MOEA/D and NS-LS, we can see that NS-LS always has better convergence rate than MOEA/D as \( C(MOEA/D, NS - LS) < C(NS - LS, MOEA/D) \) in all the four population sizes. Similarly, the percentage of non-dominated solutions in SA-LS which are dominated by at least one solution in MOEA/D is smaller than
the percentage of solutions in MOEA/D which are dominated by at least one solution in SA-LS. It is also indicated from this table that NS-LS and SA-LS are superior than NSGA-II in terms of convergence rate as $C(\text{NS-LS, NSGA-II}) < C(\text{NSGA-II, NS-LS})$ and $C(\text{SA-LS, NSGA-II}) < C(\text{NSGA-II, SA-LS})$. Furthermore, $C(\text{NS-LS, SA-LS}) < C(\text{SA-LS, NS-LS})$ in all four different population sizes. Consequently, we can say that the optimization result of SA-LS has better convergence rate than that of NS-LS. These conclusions are similar with C-metric results in Experiment 2.

### 6.3.2.3 Diversity results

Diversity measurement of the algorithms are presented in Table 6.7 with results of $S$ and $MS$ metrics. $S$ measures how evenly the solutions are distributed in the obtained non-dominated set and an algorithm which finds a set of non-dominated solutions having smaller $S$ is better. Solutions in the non-dominated sets obtained by NS-LS, and SA-LS are more evenly distributed in the objective space than those of MOEA/D and NSGA-II in population size 20 as $S$ values of NS-LS and SA-LS are significantly smaller than those of MOEA/D and NSGA-II. $S$ values achieved by NS-LS, SA-LS, and NSGA-II are equivalent in population size 40 and they are a half of $S$ acquired by MOEA/D. Hence, solutions of NS-LS, SA-LS, and NSGA-II are more uniformly spaced than those of MOEA/D. NS-LS achieves better $S$ value than NSGA-II while SA-LS gains the worst $S$ value with population size 60. NS-LS and SA-LS obtain smaller $S$ than MOEA/D in the population size 80. Therefore, solutions in the non-dominated set obtained by NS-LS and SA-LS are more evenly distributed than those of MOEA/D.

In population size 80, NS-LS and SA-LS have the largest $MS$ values, as a result, NS-LS and SA-LS have the largest distance between boundary solutions among the algorithms. Therefore, NS-LS and SA-LS have more diverse sets of solutions than NSGA-II and MOEA/D. NS-LS and SA-LS also have a better set of trade-off solutions among objectives than MOEA/D with the population size 20. Non-dominated solutions obtained by SA-LS spread wider than those in MOEA/D with population size 40 as its $MS$ is higher than that achieved by MOEA/D. Hence, the non-dominated solutions of SA-LS are more diverse than those obtained by MOEA/D.

**Summary of results**
Table 6.7: S and MS metrics achieved by NS-LS, SA-LS, NSGA-II, and MOEA/D in Experiment 3. For each algorithm, these diversity metrics are calculated using the non-dominated set obtained from the final generations of 20 runs.

<table>
<thead>
<tr>
<th>Population size</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOEA/D</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.009270</td>
<td>0.004912</td>
<td>0.003212</td>
<td>0.016792</td>
</tr>
<tr>
<td>MS</td>
<td>0.059719</td>
<td>0.069708</td>
<td>0.061932</td>
<td>0.062962</td>
</tr>
<tr>
<td>NSGA-II</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.017646</td>
<td>0.002325</td>
<td>0.006537</td>
<td>0.002805</td>
</tr>
<tr>
<td>MS</td>
<td>0.082148</td>
<td>0.109862</td>
<td>0.070413</td>
<td>0.076106</td>
</tr>
<tr>
<td>NS-LS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.001312</td>
<td>0.002595</td>
<td>0.004035</td>
<td>0.004649</td>
</tr>
<tr>
<td>MS</td>
<td>0.067378</td>
<td>0.069498</td>
<td>0.055814</td>
<td>0.095896</td>
</tr>
<tr>
<td>SA-LS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.001903</td>
<td>0.002531</td>
<td>0.009569</td>
<td>0.003899</td>
</tr>
<tr>
<td>MS</td>
<td>0.060661</td>
<td>0.071571</td>
<td>0.046873</td>
<td>0.083977</td>
</tr>
</tbody>
</table>

The results of this experiment confirm that our proposed algorithms can work effectively in various population sizes as their mean HV achieved at the end of the optimization process are always higher than those of NSGA-II and MOEA/D in all four different population sizes 20, 40, 40, and 80. This means that the local search utilized in NS-LS and SA-LS effectively accelerate the convergence rate of the evolutionary search, and as a result, NS-LS and SA-LS have better anytime behaviour than MOEA/D and NSGA-II.

Mean HV obtained by SA-LS over the traffic simulator-based evaluations also indicates that SA-LS has better anytime behaviour than NS-LS. This means that, in Pasubio traffic scenario, the surrogates also work effectively in the fitness evaluation process to reduce the number of traffic simulator-based evaluations in each generation of the optimization process. As a result, the number of generations may be increased. Therefore, SA-LS outperforms SA-LS in terms of HV and has better anytime behaviour.

The results in this experiment confirms the conclusions in the previous experiment with Andrea Costa scenario and it can be concluded that the proposed algorithms are able to work well in different traffic scenarios.

6.4 Conclusion

NS-LS, SA-LS, MOEA/D, and NSGA-II are evaluated using Benchmark ZDT1 and ZDT2 and two traffic scenarios Andrea Costa and Pasubio. The results of the experiment using ZDT1 and ZDT1 test functions prove that our algorithm work correctly although they do not have obvious advantages in Benchmark functions. However, this
was conducted only to value the correctness of our algorithms and not to evaluate their efficiency. These algorithms are then evaluated using Andrea Costa and Pasubio.

In both two experiments using Andrea Costa and Pasubio, NS-LS always outperform MOEA/D and NSGA-II in all population sizes. This means that the local search method introduced in chapter 4 works effectively as it can quickly find superior neighbours and accelerate the convergence rate of the evolutionary algorithm. Consequently, the anytime behaviour of NS-LS has been improved.

A hybrid of the local search method and a surrogate based technique proved to enhance the anytime behaviour of NS-LS. The optimization result of SA-LS has better convergence rate than NS-LS, MOEA/D, and NSGA-II. The mean HV obtained by SA-LS over traffic simulation-based evaluations is always higher or equal to that of NS-LS. Therefore, the surrogate is effective in reducing the number of evaluations using the computationally expensive traffic simulator.

Both NS-LS and SA-LS work effectively in various population sizes, especially in small population sizes. The optimization results of NS-LS and SA-LS with the population size 20 in experiments 2 and 3 indicate their efficiency as their mean HV are always larger than NSGA-II and MOEA/D. Non-dominated solutions obtained by NS-LS and SA-LS are also more diverse and sparsely spaced in the Pareto-optimal region than those of MOEA/D in both traffic scenarios with population size 20. Consequently, the proposed algorithms outperform MOEA/D and NSGA-II in terms of convergence and diversity measurements in small population sizes. HV obtained by NS-LS and SA-LS are always larger than those of MOEA/D and NSGA-II when the population size increases to 40, 60, and 80. It means that they have better convergence compared to MOEA/D and NSGA-II over various population sizes. Results of Experiments 2 and 3 indicates the ability of the proposed algorithms to work in different traffic scenarios.
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Conclusions, Recommendations, and Future Work

MOEAs and microscopic traffic simulators have been widely applied in traffic signal optimization problems. However, running simulator-based MOEAs on traffic optimization problems is time-consuming. Therefore, optimization methods with good anytime behaviour indicating the ability to return good solutions at any running time are preferable. In this study, NS-LS and SA-LS are proposed for traffic signal optimization problems which have good anytime behaviour and can work effectively in various population sizes. In NS-LS, a local search is performed in the iteration process of the evolutionary search to accelerate the convergence speed, therefore, improve anytime behaviour of the algorithm. A surrogate model is utilized in SA-LS to reduce the computational cost of evaluating the fitness values of candidate solutions. The combination of the surrogate model and local search improves anytime behaviour of SA-LS. The proposed algorithms can work effectively in various population sizes.

This chapter provides a summary of the research, revisits the propositions and draws conclusions of this work. The chapter is split into five parts: in Section 7.1, the research propositions are revisited. Key findings and contributions of the research are highlighted in Section 7.2 and Section 7.3. Limitations of this study is discussed in Section 7.4. Tasks for a future study are mentioned in Section 7.5.
7.1 Propositions

This research has investigated the benefits of using surrogate-assisted evolutionary algorithms and local search to improve anytime behaviour in traffic signal control optimization problems. As such, the following propositions have been carefully set and are now going to be discussed in detail.

**Proposition 1:** A local search method can be used to improve anytime behaviour of multi-objective optimization algorithms in traffic signal optimization problems.

A local search method was introduced in this research to improve anytime behaviour of the well-known NSGA-II in traffic signal control systems. The population $R(t)$ of the evolutionary search is sorted into a number of non-dominated fronts $F_1, F_2, F_3, \ldots, F_m$. Solutions in front $F_1$ dominates solutions in front $F_2$. Similarly, solutions in front $F_2$ are better than solutions in front $F_3$. A clustering algorithm is utilized to classify the population $R(t)$ into a number of sub-populations. For each sub-population, select solutions belonging to front $F_1$ and archive them in set $SUP_1$. Solutions which belongs to both the current sub-population and front $F_2$ are reserved in set $SUP_2$. If there are at least two solutions in $SUP_1$ and one solution in $SUP_2$, then randomly select solution $R_u^{(t)}$ and $R_v^{(t)}$ from $SUP_1$. $R_v^{(t)}$ is randomly selected from $SUP_2$. A neighbour $nb_{R_i^{(t)}}$ of $R_i^{(t)}$ is then created using $R_u^{(t)}$ and $R_v^{(t)}$. This neighbour is assigned a fitness value and added into the population $R(t)$. This procedure is applied for all sub-populations. Afterward, best solutions are selected from the population $R(t)$. In this study, a local search method is applied in the iterative process of NSGA-II, to improve anytime behaviour of NSGA-II in traffic signal timing optimization problems. This novel algorithm has been named NS-LS.

To evaluate the efficiency of the proposed local search method, NS-LS is compared to two well-known optimization methods, NSGA-II and MOEA/D. Two benchmark test functions and two traffic scenarios are utilized to assess the performance of the algorithms. ZDT1 and ZDT2 test functions are fast and have been well studied and their Pareto optimal fronts are already known. Therefore, they are used to evaluate the correctness of the proposed algorithms. Andrea Costa and Pasubio are two traffic scenarios which are available to the public to help students and researchers evaluated their own hypotheses in a reproducible and comparable experimental setup.
Three experiments have been conducted in this study. ZDT1 and ZDT2 are used to evaluate the correctness of the proposed algorithms while Experiment 2 uses Andrea Costa traffic scenario to evaluate the performance of the algorithms. Pasubio scenario is used in Experiment 3 to assess the optimization results of the algorithms. Four population sizes, which are 20, 40, 60, and 80 are used to evaluate the performance of the algorithms over various population sizes, especially in small population sizes. The Hypervolume has been selected as the main indicator for optimization performance. Furthermore, the algorithms are also evaluated using C-metric which is a convergence metric.

The results of Experiment 1 show that NS-LS works correctly and it outperforms NSGA-II in terms of average HV over the number of evaluations using a microscopic traffic simulation. Mean HV obtained by NS-LS is always larger than that of NSGA-II and MOEA/D in all population sizes. The result of C-metric also indicates that NS-LS has better convergence rate than NSGA-II and MOEA/D. Therefore, NS-LS has better anytime behavior than NSGA-II and MOEA/D. Consequently, the local search introduced in NS-LS is effective in improving anytime behavior of multi-objective optimization algorithms in traffic signal optimization problems.

**Proposition 2:** A method based on an approximation model can be designed to evaluate candidate solutions in traffic signal optimization problems.

An approximation model, a surrogate, is constructed using a Feedforward Neural Network (FNN) consisting of one input layer, two hidden layers, and one output layer. The number of nodes in the input layer is equivalent to the number of parameters in the traffic signal timing setting needed to be optimized. The number of nodes in the output layer is equal to the number of objectives in the optimization problems.

Hyperparameters of the surrogate are fine-tuned using the grid search technique. Grid search trains the surrogate for all combinations of hyperparameters and measures the performance using k-fold cross-validation. The combination with the smallest error is chosen to construct the architecture for the surrogate.

The surrogate is trained by the Resilient Back Propagation Algorithm (RPROP). Any solution evaluated by the traffic simulator during the optimization process is added into a database for constructing and updating the surrogate. By using solutions evaluated
by the traffic simulator in previous generations for the purpose of training the surrogate model, it can learn the relationship between signal timings of a traffic signal system and traffic parameters such as flow and delay.

The surrogate is updated during the optimization process to increase the accuracy of the approximation result. At each generation, solutions newly evaluated by the traffic simulator in that iteration are used to estimate the approximation error of the surrogate. If the error is larger than a pre-defined threshold, the surrogate needs to be updated.

After being trained, the surrogate can replace the traffic simulator to estimate the fitness value of candidate solutions. However, this replacement may lead the search to a false optimum. Therefore, an appropriate management model is also proposed to use the surrogate effectively and properly.

We can, therefore, conclude that an approximation model, a surrogate, can indeed be constructed to partially replace the computationally expensive microscopic traffic simulator to evaluate candidate solutions in traffic signal optimization problems.

**Proposition 3**: A local search method can be combined with an approximation model to enhance anytime behavior of evolutionary search in traffic signal optimization problems, especially in small population sizes.

In transportation optimization problems, small population sizes can be important for scenarios where limited processing capabilities meet demand for quick response time. Such scenarios are typical for local and distributed signal controllers, which offer very limited processing power while requiring optimised signal timings within a few cycles or minutes.

A novel surrogate-assisted evolutionary algorithm is introduced for traffic signal optimization problems based on the local search and the surrogate (SA-LS). The surrogate is utilized to estimate the fitness value of some candidate solutions and it is used together with the traffic simulator to evaluate other solutions. Therefore, the number of traffic simulator-based evaluations in a generation of the evolutionary process is reduced. Consequently, using the same number of evaluations conducted by a traffic simulator, the number of generations in the optimization process of the proposed algorithm will be increased. Furthermore, the local search is integrated into the iterations to accelerate the convergence rate of the evolutionary search. As a result, the combination of the local
search and the surrogate enhances the performance of SA-LS in terms of the convergence rate.

The experimental setup to evaluate SA-LS is similar to that of NS-LS. The performance of SA-LS is evaluated using the three experiments which were explained in Chapter 6. In Experiment 1, the correctness of SA-LS is examined using ZDT1 and ZDT2 test functions. The result of this experiment reveals that SA-LS work correctly and it always obtains a larger mean HV than NS-LS and NSGA-II.

SA-LS is evaluated and compared to NS-LS, NSGA-II, and MOEA/D using traffic scenarios. Andrea Costa traffic scenario is used in Experiment 2 to evaluate the performance of the algorithms. It is clear from the results of this experiment that SA-LS always has larger mean HV than NS-LS, NSGA-II, and MOEA/D for all different population sizes. Mean HV obtained by SA-LS over the number of traffic simulator-based evaluations is also better than those of NS-LS, NSGA-II, and MOEA/D. Therefore, SA-LS has better anytime behaviour than NS-LS, NSGA-II, and MOEA/D.

SA-LS is also evaluated in Experiment 3 using Pasubio traffic scenario to examine the ability of SA-LS to work effectively in various traffic conditions. The results of this experiment confirm the conclusion of Experiment 2 that SA-LS has better anytime behaviour than the other algorithms as its mean HV is always higher than those achieved by NS-LS, NSGA-II, and MOEA/D. Furthermore, SA-LS can work effectively in different population sizes, especially in small population sizes. In transportation, optimising with small population sizes is critical in cases, which have limited processing capacity but require a quick response. Therefore, this means that the proposed algorithms are capable of solving traffic signal optimization problems.

The evaluation results in Experiments 2 and 3 indicate that a combination of a local search with an approximation model works effectively in different population sizes. Moreover, combining the local search and the surrogate enhances anytime behaviour of evolutionary search in traffic signal optimization problems.

### 7.2 Key findings of the research

Here are some key findings of this study:
A surrogate-assisted evolutionary algorithm can be combined with a local search strategy to enhance its anytime behaviour in traffic signal optimization problems.

Approximation models can be utilized to construct surrogate models which can be used to estimate fitness values of candidate solutions in traffic signal optimization using multi-objective evolutionary algorithms. Solutions which are evaluated by a traffic simulator during the optimization process are archived in a database to construct and update the surrogate model. This surrogate is able to learn the relationship between the inputs which are phase durations and the outputs that are traffic parameters needed such as traffic flow and delay. In each generation of the optimization process, new traffic simulator-based solutions are added into the database in order to update the surrogate model in order to improve the approximation accuracy in the oncoming iterations.

A local search can be utilized inside every generation of a surrogate-assisted evolutionary algorithm to improve anytime behaviour of the optimization algorithm in traffic light signal control systems. Some candidate solutions will be estimated by the surrogate model while the fitness value of the other solutions is evaluated by the traffic simulator. A management model of the surrogate needs to be introduced to determine which will be used to estimate the fitness value of a candidate solution, the surrogate model or the traffic simulator. By using the surrogate model in assessing the goodness of solutions, the number of traffic simulation-based evaluations in each generation of the optimization process is reduced. As a result, using the same number of traffic simulation-based evaluations, the surrogate-assisted optimization algorithm has a larger number of generations than the non-surrogate algorithm. Therefore, anytime behaviour of the surrogate-based optimization algorithm will be enhanced. The local search is utilized in every iteration of the optimization process to accelerate the convergence rate. As a result, this combination improves anytime behaviour of the evolutionary algorithm in traffic signal optimization problems.

In traffic signal optimization problems, a local search method can be integrated inside the iteration process of evolutionary algorithms to improve anytime behaviour.

This study proposed a local search method to improve anytime behaviour of a multi-objective optimization algorithm in traffic light control systems. The proposed local
search is integrated into the iteration process of the evolutionary algorithm to speed up the convergence rate. In this local search strategy, a potential direction is selected before starting the searching process by classifying the population into different sub-populations and hierarchical fronts. The reference solutions which are used to create neighbor solutions are selected in the same sub-populations and the first two fronts. The created neighbor is likely to dominate the original solution. Thus, the chance to immediately find out a superior solution from the first search in this proposed local algorithm is increased. Hence, anytime behaviour of the evolutionary algorithm would be enhanced.

**Fuzzy distance can be used as an indicator to decide which model should be used to evaluate the goodness of a candidate solution in the optimization process.**

It is difficult to obtain a surrogate model with very high accuracy due to the lack of available data. If only the surrogate model is used to estimate the fitness value of candidate solutions, the evolutionary search will likely converge to a false optimum. Therefore, the surrogate model is used together with a traffic simulator in an effective way to predict the goodness of candidate solutions. A critical question is what which solutions should be evaluated by the traffic simulator and which solutions might be estimated by the surrogate model. A fitness evaluation scheme was introduced to solve this question. In this scheme, a candidate solution should be estimated by the surrogate model if this solution is close to the dataset and the surrogate model is reliable. If a solution is close to the dataset, the searching area surrounding that solution is well studied, as a result, the approximation error should be small. Furthermore, if the estimation error of the surrogate model is high, it should not be chosen to evaluate the solution.

The closeness of a candidate solution and the dataset is measured by the minimum fuzzy distance between that solution and the dataset which is defined as the smallest fuzzy distance between the solution and all the samples in the dataset. If the minimum fuzzy distance between a solution and the database is smaller than a threshold and the surrogate model is reliable, that solution will be estimated by the surrogate model. Otherwise, its fitness value will be evaluated by the traffic simulator.
7.3 Key contributions of the research

Major contributions of the thesis are summarized as follows:

1. A local search to look for superior neighbours is introduced. Firstly, the population of the evolutionary search is sorted into several non-dominated fronts. By classifying the population into a number of subpopulations, solutions which are close to each other are allocated into a subpopulation. For each subpopulation, only solutions in first two non-dominated fronts are used to create neighbours. The search direction is determined by the solutions in the equation used to create the neighbour. By selecting the two solutions in two different fronts to participate in the neighbour creation, this local search has the ability to predict potential search directions. Consequently, this local search can accelerate the convergence rate of the evolutionary search.

2. A multi-objective evolutionary algorithm (NS-LS) based on Elitist Non-dominated Sorting Genetic Algorithm (NSGA-II) and as local search is proposed for improving anytime behaviour in traffic signal timing. The main iterative process of the algorithm utilizes NSGA-II’s evolutionary process to move a population of candidates towards the optimal front. The local search is integrated into the iteration process of the evolutionary algorithm to quickly find superior solutions. Therefore this algorithm can produce good solutions at any running time, as a result, it has good anytime behaviour.

3. A evaluation model is constructed to estimate the fitness value of candidate solutions in the optimization process. A feedforward neural network is used to build the surrogate and this model is trained using solutions which are already evaluated by the traffic simulator in the previous generations. This surrogate is able to learn the relationship between the signal timing settings and the traffic parameters needed such as flow and time lost. The surrogate is partially used with the traffic simulator to estimate the fitness value of candidate solutions. Any solutions which are newly evaluated by the traffic simulator during the optimization process are added into the database. The model is updated during the optimization process using previously evaluated solutions to improve the approximation accuracy.
4. A surrogate-assisted multi-objective evolutionary optimization algorithm (SA-LS) for traffic light signal control in urban intersections is introduced. This algorithm is an enhancement of NS-LS and it is based on the surrogate to reduce the number of traffic simulator-based evaluations in a generation of the evolutionary search. This algorithm utilizes the surrogate model to estimate the fitness value of candidate solutions. Both traffic simulator and the surrogate are used together in the fitness evaluation process to prevent the evolutionary search from obtaining false optimum. Furthermore, the local search is also used in the iterations of the evolutionary search to quickly find superior neighbours, as a result, the convergence rate of the algorithm can be increased. The combination of the local search and the surrogate can improve the anytime behaviour of the evolutionary algorithm in traffic signal optimization problems.

5. A fitness evaluation scheme is proposed to maintain a reasonable good quality of the optimization result. This scheme effectively chooses a model between the surrogate and the traffic simulator SUMO to estimate fitness values of solutions. The fitness evaluation scheme is used to guarantee that the surrogate is used effectively. This scheme selects the model to estimate the fitness value of a candidate solution based on the fuzzy distance between that solution and the solutions in the database which is used to construct the surrogate. The scheme also considers the approximation error of the surrogate when choosing the model. If the error is not smaller than a pre-defined threshold, the surrogate is assumed to be unstable and it will not be used in the estimation process until more solutions newly evaluated by the traffic simulator are added into the database and the surrogate is then re-trained.

7.4 Limitations of the Research

The proposed optimization algorithms have not been tested in actual real-world traffic networks. It is very difficult to test and evaluate traffic strategies in a real-world traffic network. Therefore, traffic simulators are a popular tool to evaluate the performance of proposed algorithms. However, there are several drawbacks of using simulation scenarios to evaluate the performance of algorithms such as the simulation environment is not as
dynamic as the real-world traffic network and it is difficult to simulate uncertainties of real traffic networks in traffic simulators.

In this study, the coordination of several neighbouring intersections has not considered and included in the research. For a group of neighbouring intersections, coordination is mainly used to maintain speed and reduce stops and delays along an arterial route. Thus, coordinating adjacent intersections should be involved when optimizing the and we leave this task for a future study.

7.5 Recommendations and Future Work

The coordination of neighbouring intersections would be considered in optimizing traffic signal: main traffic flows of urban traffic networks are often on arterial roads. Performance of traffic signal controls on these arterial roads significantly affect the efficiency of the whole traffic network. Coordination signal plans are developed to decrease stops and delays on arterial roads. Therefore, coordinated traffic signal should be considered when optimizing traffic signals of multiple neighboring intersections to improve the performance of the traffic network.

Multi-modal traffic signal controls would be considered properly: modern urban traffic networks commonly consist of multiple travel modes such as pedestrians, buses, emergency vehicles, and bicycles. All these travel modes should be considered when optimizing traffic signal. Different types of traffic modes have their own characteristics, and therefore, they should be treated differently.

More objectives could be optimized in a future work such as delay of buses, fuel consumption, and number of stops. Especially, air pollution caused by traffic vehicles is a major concern. Air pollution is often more serious at signalized intersections. Therefore, reducing air pollutants should be involved in optimizing traffic signal.

The optimisations could be run for longer to see differences in convergence at near optimas. Especially in Pasubio traffic scenario, the optimization algorithms need more evaluations conducted with SUMO to reach the optimal front.
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Appendix B

Mean hypervolume with standard deviation of the algorithms in Experiment 2

This section provides mean of hypervolume with standard deviation obtained by NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 runs in Experiment 2 using traffic scenario of Andrea Costa with different population sizes. Figures B.1, B.2, and B.3 illustrates the mean and standard deviation of HV achieved by the four algorithms on 20 runs with the population size 40, 60, and 80 respectively.
Figure B.1: Mean HV with standard deviation of NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 different runs with population size 40 in Experiment 2.
Figure B.2: Mean HV with standard deviation of NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 different runs with population size 60 in Experiment 2.
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**Figure B.3:** Mean HV with standard deviation of NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 different runs with population size 80 in Experiment 2.
Appendix C

Mean hypervolume with standard deviation of the algorithms in Experiment 3

Mean with standard deviation of hypervolume achieved by NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 runs in Experiment 3 using traffic scenario of Pasubio with different population sizes are illustrated in this section. Figure C.1 shows the mean and standard deviation of HV achieved by the four algorithms on 20 runs with the population size 40 while those data of population sizes 60 and 80 are presented in Figures C.2, and C.3.
Appendix C. Mean hypervolume with standard deviation of the algorithms in Experiment 3

Figure C.1: Mean HV with standard deviation of NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 different runs with population size 40 in Experiment 3.
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Figure C.2: Mean HV with standard deviation of NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 different runs with population size 60 in Experiment 3.
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<table>
<thead>
<tr>
<th>Experiment</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
<th>Algorithm 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>MOEA/D</td>
<td>NS-LS</td>
<td>MOEA/D</td>
<td>NS-LS</td>
</tr>
<tr>
<td>(b)</td>
<td>MOEA/D</td>
<td>SA-LS</td>
<td>MOEA/D</td>
<td>SA-LS</td>
</tr>
<tr>
<td>(c)</td>
<td>NSGA-II</td>
<td>NS-LS</td>
<td>NSGA-II</td>
<td>NS-LS</td>
</tr>
<tr>
<td>(d)</td>
<td>NSGA-II</td>
<td>SA-LS</td>
<td>NSGA-II</td>
<td>SA-LS</td>
</tr>
<tr>
<td>(e)</td>
<td>MOEA/D</td>
<td>NSGA-II</td>
<td>MOEA/D</td>
<td>NSGA-II</td>
</tr>
<tr>
<td>(f)</td>
<td>NS-LS</td>
<td>SA-LS</td>
<td>NS-LS</td>
<td>SA-LS</td>
</tr>
</tbody>
</table>

Figure C.3: Mean HV with standard deviation of NS-LS, SA-LS, MOEA/D, and NSGA-II on 20 different runs with population size 80 in Experiment 3.
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