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Abstract—In the bounded confidence model it is widely known that individuals rely on the opinions of their close friends or people with similar interests. Meanwhile, the decision maker always hopes that the opinions of individuals can reach a consensus in a required time. Therefore, with this idea in mind, this paper develops a consensus reaching model with time constraints and minimum adjustments in a group with bounded confidence effects. In the proposed consensus approach, the minimum adjustments rule is used to modify the initial opinions of individuals with bounded confidence, which can further influence the opinion evolutions of individuals to reach a consensus in a required time. The properties of the model are studied, and detailed numerical examples and comparative simulation analysis are provided to justify its feasibility.
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I. INTRODUCTION

Consensus reaching is an important research problem that involves in the preference evolution and aggregation of a group of individuals [1-3], and it is present in a wide range of application areas [4-6], such as military [7], management [8], and so on. In spite of the fact consensus reaching does not necessarily imply that the best solution will be obtained, the consensus reaching process has the following key advantages [9]: (i) Building connections among the decision makers. Using the consensus reaching process as a decision tool means taking the time to find unity on how to proceed before moving forward. It’s a synthesizing process that promotes the communication among decision makers. (ii) More effective implementation. When decision makers’ preferences and concerns are considered, they are much more likely to actively participate in the implementation of the obtained solution. More concretely, the consensus issues have been widely investigated in opinion dynamics (OD) and group decision making (GDM).

In the OD context the individuals express, interact and update their opinions until reaching an agreement. In the literature, a wide variety of opinion dynamics approaches have been proposed, among which, we can highlight the following: voter model [10, 11], Sznajd model [12], majority-rule model [13, 14], DeGroot model [15], Deffuant model [16], Hegselmann-Krause (HK) model [17], OCR model [18], continuous opinions and discrete action (CODA) models [19]. In addition to the above general opinion dynamics models, some scholars have attempted to extend the HK model [20, 21], discuss the strategy to support the consensus reaching [22] and the opinion control [23].

In the case of consensus applied to group decision making (GDM) contexts, individuals discuss and modify their preferences in order to reach a collective agreement before making decisions [24-27]. In this case, one of the main challenges, consists in designing an effective feedback mechanism to guide the individuals to reach consensus with minimum adjustments or costs [28-31]. In general, three kinds of rules have been proposed to measure costs in consensus reaching [32]: (1) the minimum distance rules, which minimize the distance between the original opinions and the adjusted opinions [33], (2) the maximum expert rules, which maximize the number of experts at an acceptable consensus level/degree with a limited budget [34, 35], and (3) the minimum account rules, which minimize the number of adjusted opinions when reaching consensus [36, 37].

Even though the existing approaches have made significant contributions on consensus reaching, there are still some challenges that require research attention:

(i) Opinion dynamics mainly focused on studying the evolution and diffusion among individuals. However, in the many occasions, consensus among individuals in the OD context may not be achieved resulting in a sort of opinion polarization or fragmentation. Moreover, time constraints
become one of the main challenges in consensus reaching in practice. For example, in practical consensus reaching problem, such as, the salary assignment plan, introducing the new project, the individual income tax, the decision maker in the government or enterprise always hopes that the collected opinions of individuals can reach a consensus in a required time. Thus, it is necessary to design a mechanism to assist the individuals to reach a consensus in a determined time.

(ii) Consensus has been widely investigated in the GDM context. In the existing consensus studies in the GDM context, minimum adjustments or costs have become one of the key issues in designing the feedback mechanisms. However, the real evolution of the individuals’ opinions are often neglected in the existing feedback mechanisms with minimum adjustments, while in practice individuals often share and evolve their opinions and preferences through the interactions. Thus, it is necessary to propose consensus reaching mechanisms that take into consideration these evolutions of opinions.

In the light of the shortcomings and challenges mentioned above, this contribution proposes a new consensus reaching approach that considers time constraints and minimum adjustments in a group with bounded confidence effects. In essence, the proposed model with minimum adjustments and time constraints (i.e., MAT model) modifies the initial opinions of the individuals that iteratively may influence the opinion evolutions of other individuals to reach a consensus in a determined time. The desirable properties of the MAT model are discussed. Finally, in order to test and validate the proposed model a numerical example and a comparison with another consensus model (i.e., GMAT model) have been carried out.

The rest of the paper is organized as follows: Section II introduces the basic knowledge regarding the HK model and the proposed problem. Then, Section III presents the MAT consensus model with bounded confidence effects. In Section IV, some desirable properties of the proposed MAT consensus model are discussed. Following this, Section V reports on a numerical example and a simulation analysis to illustrate the feasibility of the proposed approach. Finally, the conclusions are summarized in Section VI.

II. PRELIMINARIES

In order to facilitate the understanding and the use of the bounded confidence models, these models are briefly reviewed.

A. The bounded confidence model

The bounded confidence models assume that individuals only interact with each other when their opinions are similar, i.e. close. There exist two classical bounded confidence models: the DW model and the HK model [17]. In this paper, we adopt the HK model as the basic model.

Before introducing the HK model, we define some related notations. Let \( A = \{ A_1, A_2, \ldots, A_N \} \) be the set of individuals, where \( A_i \) denotes the \( i \)th individual, for \( i = 1, 2, \ldots, N \). Let \( x_i(t) \in [0,1] \) denote the opinion of individual \( A_i \) at time \( t \). Let \( \varepsilon \) be the homogeneous of bounded confidence of the individuals.

The HK model is composed of the following steps:

**Step 1 Determination of the confidence sets.**

Let \( I(A_i, X(t)) \) be the confidence set of individual \( A_i \) at time \( t \), where

\[
I(A_i, X(t)) = \{ A_j \mid |x_i(t) - x_j(t)| \leq \varepsilon, \; i = 1, 2, \ldots, N, \; t = 0, 1, 2, \ldots \} \tag{1}
\]

**Step 2 Calculation of the weight.**

Let \( #I(A_i, X(t)) \) denote the cardinality of the set \( I(A_i, X(t)) \). Let \( w_{ij}(t) \) be the weight that individual \( A_i \) assigns to individual \( A_j \) at time \( t \), where

\[
w_{ij}(t) = \begin{cases} 
\frac{1}{\#I(A_j, X(t))}, & A_j \in I(A_i, X(t)) \\
0, & A_j \notin I(A_i, X(t))
\end{cases}, \; i = 1, 2, \ldots, N, \; t = 0, 1, 2, \ldots \tag{2}
\]

Clearly, \( w_{ij}(t) \geq 0 \) and \( \sum_{j=1}^{N} w_{ij}(t) = 1 \).

**Step 3 Evolution of the opinions.**

The evolutions of the opinions in the HK model are modelled as the weighted arithmetic means of opinions of individuals in the confidence sets, i.e.,

\[
x_i(t + 1) = \frac{\sum_{j \in I(A_i, X(t))} x_j(t)}{\#I(A_i, X(t))} = w_{i1}(t)x_{1}(t) + w_{i2}(t)x_{2}(t) + \cdots + w_{in}(t)x_{n}(t), \; i = 1, 2, \ldots, N. \tag{3}
\]

B. The proposed problem: Consensus reaching with time constraints and minimum adjustments in a group

In this contribution consensus is referred to the state in which all the individuals reach a full and unanimous agreement. Specifically, let \( A_i, A_j \in A \) be any two individuals. The consensus among the individuals will be reached at time \( t \) if \( x_i(t) = x_j(t) \), for all \( i, j = 1, 2, \ldots, N \).

In opinion dynamics context, the individuals continuously update their opinions before reaching the stable state. However, in the majority of the occasions the consensus among individuals is not reachable resulting in fragmentation or polarization. To demonstrate these different formats of opinions in the stable state, 3 sets of individuals’ initial opinions are generated, and their opinion evolutions based on the HK model are presented in Fig. 1.

Fig. 1. Three stable states in opinion dynamics
In this contribution we propose a consensus model with time constraints and minimum adjustments that modify the initial opinions of individuals to further influence the opinion evolutions of the others individuals that aim to reach a consensus in a required time.

Additional main notations used in this paper are listed as follows:
- $t$: the discrete time, $t = 0, 1, 2, ...$;
- $t^*$: the determined time when all the individuals should reach a consensus;
- $x_i(0)$: the original opinion of individual $A_i$ in the initial time, where $x_i(0) \in [0, 1]$;
- $\bar{x}_i(0)$: the adjusted opinion of individual $A_i$ in the initial time, where $\bar{x}_i(0) \in [0, 1]$;
- $\bar{x}_i(t)$: the opinion that $\bar{x}_i(0)$ is evolved to time $t$, where $\bar{x}_i(t) \in [0, 1]$, for $t = 1, 2, ..., t^*$;

### III. THE CONSENSUS MODEL WITH BOUNDED CONFIDENCE EFFECTS

In this section the new consensus model with bounded confidence effects, referred to as the MAT model, is introduced. The equivalent forms of the MAT model at different time constraints are presented as well. Furthermore with the objective of solving the proposed MAT model a particle swarm optimization (PSO) algorithm is designed.

#### A. The formulation of the consensus model

The aim is to reach a consensus in a group with bounded confidence effects by minimizing the adjustments of the initial opinions of individuals, i.e.,

$$\min \sum_{i=1}^{N} |\bar{x}_i(t) - x_i(0)|$$  \hspace{1cm} (4)

The adjusted initial opinions of individuals evolve following the HK model. Thus, let $\bar{x}_i(t)$ be as defined before, then

$$\bar{x}_i(t + 1) = \frac{\sum_{j \in I_i} (A_{ij} \bar{x}_j(t))}{\# I_i},$$

where $I_i = \{j, |\bar{x}_j(t) - \bar{x}_i(t)| \leq \varepsilon \}$, and $\# I_i$ denotes its cardinality.

Because the opinion of all the individuals must reach a consensus in a required time $t^*$, we have:

$$\bar{x}_i(t^*) = \bar{x}_j(t^*), \hspace{1cm} i, j = 1, 2, ..., N$$  \hspace{1cm} (6)

As a result, based on Eqs. (4)-(6), the consensus model is constructed as follows:

$$\min \sum_{i=1}^{N} |\bar{x}_i(t) - x_i(0)|$$

$$\bar{x}_i(t + 1) = \frac{\sum_{j \in I_i} (A_{ij} \bar{x}_j(t))}{\# I_i},$$

\begin{equation}
\begin{aligned}
I(A_i, \bar{x}(t)) = \{|\bar{x}_j(t) - \bar{x}_i(t)| \leq \varepsilon \} \\
\bar{x}_i(t^*) = \bar{x}_j(t^*) \\
\bar{x}_i(0) \in [0, 1]
\end{aligned}
\end{equation}

where $\bar{x}_i(0)$ (i = 1, 2, ..., N) are decision variables in model (7).

Let $r_{ij}^{(c)}$ be the following 0-1 variable indicating whether individual $A_j$ belongs to the set $I(A_i, \bar{x}(t))$, i.e.,

$$r_{ij}^{(c)} = \begin{cases} 1, & |\bar{x}_j(t) - \bar{x}_i(t)| \leq \varepsilon \\ 0, & \text{otherwise} \end{cases},$$

$i, j = 1, 2, ..., N, i \neq j$  \hspace{1cm} (8)

Clearly, $\sum_{j=1}^{N} r_{ij}^{(c)}$ denotes the cardinality of

$I(A_i, \bar{x}(t))$, i.e., $\sum_{j=1}^{N} r_{ij}^{(c)} = \# I(A_i, \bar{x}(t))$. Then, Eq. (5) is rewritten as:

$$\bar{x}_i(t + 1) = \frac{\sum_{j=1}^{N} r_{ij}^{(c)} \bar{x}_j(t)}{\sum_{j=1}^{N} r_{ij}^{(c)}}, \hspace{1cm} i = 1, 2, ..., N, \hspace{1cm} t = 0, 1, 2, ..., t^* - 1$$  \hspace{1cm} (9)

Furthermore, model (7) can be transformed as follows:

$$\begin{aligned}
\min & \sum_{i=1}^{N} |\bar{x}_i(0) - x_i(0)| \\
\text{s.t.} & \hspace{1cm} \bar{x}_i(t + 1) = \frac{\sum_{j \in I_i} (A_{ij} \bar{x}_j(t))}{\# I_i} \\
& \hspace{1cm} |\bar{x}_i(0) - \bar{x}_i(t)| \leq \varepsilon \hspace{1cm} (t = 1, 2, ..., t^* - 1) \hspace{1cm} (10)
\end{aligned}$$

Thus, we can solve model (10) to obtain the solutions of model (7). In this study, to facilitate notations, we call model (10) the MAT model.

#### B. Solving MAT model at different time constraints

To obtain the optimal solutions of MAT model, we present its equivalent forms at different time constraints below:

**Theorem 1.** When $t^* = 0$, the MAT model can be equivalently transformed as follows:

$$\begin{aligned}
\min & \sum_{i=1}^{N} |\bar{x}_i(0) - x_i(0)| \\
\text{s.t.} & \hspace{1cm} \bar{x}_i(t) \in [0, 1]
\end{aligned}$$  \hspace{1cm} (11)

**Theorem 2.** When $t^* = 1$, the MAT model can be equivalently transformed as follows:

$$\begin{aligned}
\min & \sum_{i=1}^{N} |\bar{x}_i(0) - x_i(0)| \\
\text{s.t.} & \hspace{1cm} |\bar{x}_i(0) - \bar{x}_j(0)| \leq \varepsilon, i, j = 1, 2, ..., N, i \neq j \\
& \hspace{1cm} \bar{x}_i(0), \bar{x}_j(0) \in [0, 1]
\end{aligned}$$  \hspace{1cm} (12)

Since Theorems 1 and 2 can be easily proved, their proofs of Theorems 1 and 2 are omitted in this paper.

Let $\gamma_{ij}^{(c)} = \begin{cases} 1, & |\bar{x}_i(t) - \bar{x}_j(t)| > \varepsilon \\ 0, & |\bar{x}_i(t) - \bar{x}_j(t)| < -\varepsilon \end{cases}$, then we have:

**Theorem 3.** When $t^* = 2$, the MAT model can be equivalently transformed as follows:

$$\begin{aligned}
\min & \sum_{i=1}^{N} |\bar{x}_i(t) - x_i(0)| \\
\text{s.t.} & \hspace{1cm} \bar{x}_i(1) \sum_{j=1}^{N} r_{ij}^{(0)} = \sum_{j=1}^{N} r_{ij}^{(0)} \bar{x}_j(0) \\
& \hspace{1cm} \bar{x}_i(1) - \bar{x}_j(0) \leq \varepsilon \\
& \hspace{1cm} |\bar{x}_i(0) - \bar{x}_j(0)| \geq -\varepsilon - (1 - r_{ij}^{(0)}) M \\
& \hspace{1cm} |\bar{x}_j(0) - \bar{x}_i(0)| \leq \varepsilon + (1 - r_{ij}^{(0)}) M \\
& \hspace{1cm} |\bar{x}_j(0) - \bar{x}_i(0)| < -\varepsilon + (\gamma_{ij}^{(0)} + r_{ij}^{(0)}) M \\
& \hspace{1cm} |\bar{x}_j(0) - \bar{x}_i(0)| > -\varepsilon + (1 - \gamma_{ij}^{(0)} + r_{ij}^{(0)}) M \\
& \hspace{1cm} |\gamma_{ij}^{(0)} + r_{ij}^{(0)}| < 2 \\
& \hspace{1cm} \gamma_{ij}^{(0)} \leq 0 \\
& \hspace{1cm} \bar{x}_i(0), \bar{x}_j(0) \in [0, 1], \gamma_{ij}^{(0)}, r_{ij}^{(0)} \in [0, 1]
\end{aligned}$$  \hspace{1cm} (13)

The proof of Theorem 3 is provided in Appendix A. Models (11)-(13) are nonlinear programming models in which the constraints for dynamics evolution of opinions are not included. It is clear that models (11)-(13) can be easily solved using the lingo software package 11.0.

**Theorem 4.** Let $\gamma_{ij}^{(0)}$ be the $i$th smallest value in the set $\{\bar{x}_1(0), \bar{x}_2(0), ..., \bar{x}_N(0)\}$. When $t^* \geq 3$, MAT
model can be equivalently transformed as follows:

\[
\begin{align*}
\text{Min} & \sum_{i=1}^{N} |\tilde{x}_i(0) - x_i(0)| \\
\tilde{x}_{\sigma(i+1)}(0) - \tilde{x}_{\sigma(i)}(0) & \leq \varepsilon, \\
\tilde{x}_{\sigma(i+1)}(0) - \tilde{x}_{\sigma(i)}(0) & \geq 0, \\
\tilde{x}_i(t+1) & = \frac{\sum_{j=1}^{N} \frac{1}{r_{ij}} \tilde{x}_j(t)}{\sum_{j=1}^{N} \frac{1}{r_{ij}}} \\
\tilde{x}_i(t) & = \tilde{x}_i(t^*) \\
r_{ij} & = 1, \quad |\tilde{x}_i(t) - \tilde{x}_j(t)| \leq \varepsilon \\
& 0, \quad \text{otherwise}
\end{align*}
\]

(14)

The proof of Theorem 4 is provided in Appendix B.

In model (14), \(\tilde{x}_{\sigma(i+1)}(0) - \tilde{x}_{\sigma(i)}(0) \leq \varepsilon\) and \(\tilde{x}_{\sigma(i+1)}(0) - \tilde{x}_{\sigma(i)}(0) \geq 0\), for \(i = 1, 2, ..., N - 1\), are the necessary conditions for reaching a consensus [20], which can restrict the feasible region of solutions. Thus, we transform the MAT model into model (14).

In this paper, model (14) is a nonlinear programming model in which the constraints for dynamics evolution of opinions (third constraint in model (14)) are included. To solve model (14), we design an algorithm based on the classical PSO (Particle Swarm Optimization) algorithm below.

### C. The PSO algorithm I

The PSO algorithm is a population based stochastic optimization technique inspired by bird flocking and fish schooling, proposed by Kennedy and Eberhart in [38]. In the PSO algorithm, each member, named particle, determines its position by combining the history of its own best location with those of others members of the swarm [38]. Based on this idea, in this contribution we design a new PSO algorithm I to solve model (14).

Following the general framework of the classical PSO algorithm, the key steps in the proposed PSO algorithm I can be described as follows:

1. **Initialization**

   Since \(\tilde{X} = (\tilde{x}_1(0), \tilde{x}_2(0), ..., \tilde{x}_N(0))\) is the solution vector in model (14), thus the position of each particle will have \(N\) dimensions.

   Let \(P = \{P_1, P_2, ..., P_N\}\) be the set of particles, where \(P_q\) denotes the \(q\)th particle, for \(q = 1, 2, ..., NL\).

   Let \(X_q^1(0) = (x_q^1(0), x_q^2(0), ..., x_q^N(0))\) be the position vector of \(P_q\) at the initial time of the 1st iteration, where \(x_q^h(0)\) denotes the \(h\)th dimension position of \(P_q\) at the initial time of the 1st iteration.

   Without loss of generality, suppose \(x_1(0) \leq x_2(0) \leq \ldots \leq x_N(0)\). Let \(cl\) be the threshold value for clustering the opinions. Specifically, for two opinions \(x_1(0)\) and \(x_{i+1}(0)\), if \(x_1(0) - x_{i+1}(0) \leq cl\), then we regard that individuals \(A_1\) and \(A_{i+1}\) belong to one opinion cluster.

   Then, the individuals will be divided into \(c\) clusters \(s_1, s_2, ..., s_c\). We use \#s_1, \#s_2, ..., \#s_c to denote their cardinalities.

   Assume \(s_y = \{A_y, A_{y+1}, ..., A_{y+\#s_y-1}\}\), where \(\#s_y = \max(\#s_1, \#s_2, ..., \#s_c)\) and \(y \leq \varepsilon\). Let \(rand(1)\) denote a random number in the interval \([0,1]\). Then, we have:

   \[
   \begin{align*}
   &x_{q(1)}^1(0) = x_q^1(0), \quad h = y_1, ..., y_1 + \#s_y - 1 \\
   &x_{q(h-1)}^1(0) = x_q^1(0) - cl \times rand(1), \quad h = 2,3,...,y_1
   \end{align*}
   \]

   \(x_q^1(h+1)(0) = x_q^1(0) + cl \times rand(1), \quad h = y_1 + \#s_y - 1, ..., N - 1\)

   Let \(v_q^1(t) = (v_q^1(0), v_q^2(0), ..., v_q^{N})(0)\) be the velocity vector of particle \(P_q\) in the \(t\)th iteration, where \(v_q^1\) denotes the \(h\)th dimension velocity of particle \(P_q\), and \(v_q^1(0)\) is a random number selected from \([0, \varepsilon]\).

2. **Fitness function**

   Let \(x_{qh}^1(t + 1)\) be the \(h\)th dimension position of \(P_q\) in time \(t + 1\) of \(t\)th iteration, where

   \[
   x_{qh}^1(t + 1) = \frac{\sum_{j=1}^{N} \frac{1}{r_{ij}} x_{jh}^1(t)}{\sum_{j=1}^{N} \frac{1}{r_{ij}}} \\
   \]

3. **Updating the velocity and position of particles**

   Let \(z_{pq}\) be the local best position of particle \(P_p\), and let \(z_g\) be the global best position. Then, \(z_{pq}\) and \(z_g\) can be determined as follows:

   \[
   z_{pq} = \arg \min_{x \in [x^1_q(0), x^2_q(0), ..., x^N_q(0)]} f(x) \quad (18a)
   \]

   \[
   z_g = \arg \min_{x \in [x^1_{p1}, x^2_{p2}, ..., x^N_{pNL}]} f(x) \quad (18b)
   \]

   Let \(l_{max}\) be the maximum iteration (number). When \(l \leq l_{max}\), then the velocity and position of particles will be updated. Let \(v_q^{i+1}(0) = (v_q^{1(0)}, v_q^{2(0)}, ..., v_q^{N}(0))\) be the velocity vector of particle \(P_q\) in the \(\(i+1\)\)th iteration, and let \(x_q^{i+1}(0) = (x_q^{1(0)}, x_q^{2(0)}, ..., x_q^{N}(0))\) be the position vector of \(P_q\) in the initial time of the \(\(i+1\)\)th iteration. Then, \(v_q^{i+1}(0)\) and \(x_q^{i+1}(0)\) can be determined as follows:

   \[
   v_q^{i+1} = w v_q^{i} + c_1 r_1 (x_{pq} - X_q^{i}(0)) + c_2 r_2 (z_g - X_q^{i}(0)) \quad (19a)
   \]

   \[
   X_q^{i+1}(0) = X_q^{i}(0) + v_q^{i+1}(0) \quad (19b)
   \]

   where \(w\) denotes the inertia coefficient, \(r_1\) and \(r_2\) are random numbers drawn from the uniform distribution over the \([0, 1]\) interval, \(c_1\) and \(c_2\) denotes the acceleration coefficient.

   When \(l = l_{max}\), then we output the optimal solution \(z_g\) and the optimal fitness degree \(f(z_g)\).

   **Note 1.** Compared with the classical PSO algorithm, the initial positions of particles in the proposed PSO algorithm I are generated by considering the necessary conditions for reaching a consensus (i.e., \(\varepsilon\) –profile) and the adjustments of opinions (i.e., the majority of individuals without adjustments). Obviously, the quality of the initial positions of particles in PSO algorithm I is higher than that in the classical PSO algorithm, which provides a basis for obtaining the optimal solutions.

### IV. DESIRABLE PROPERTIES OF THE MAT MODEL

In this subsection, we introduce some desirable properties of MAT model. Some special cases, which the initial opinions of individuals will evolve to reach a consensus without modifying their initial opinions, are discussed.

**Property 1.** Let \(t_1\) and \(t_2\) be any two times, and let \(AD(t_1)\) and \(AD(t_2)\) be the adjustments of initial opinions
in MAT model when \( t^* = t_1 \) and \( t^* = t_2 \). If \( t_1 < t_2 \), then \( AD(t_1) > AD(t_2) \).

The proof of Property 1 is provided in Appendix C.

Property 1 indicates that a shorter time for reaching consensus requires higher adjustments of the individuals’ initial opinions.

**Property 2.** Let \( x_0(i) \) and \( x_f(0) \) be the initial opinions of individuals \( A_i \) and \( A_f \). If \( x_0(i) \leq x_f(0) \), then it is \( \bar{x}_f \leq \bar{x}_0 \).

The proof of Property 2 can be seen in Appendix D.

Property 2 indicates that the initial opinions sequence consistency will still be maintained after modifying the initial opinions.

**Property 3.** Let \( x_{\sigma(i)}(0) \) be as previously defined. When \( N \leq 4 \), if \( 0 \leq x_{\sigma(i)}(0) - x_f(0) \leq \varepsilon \), for \( i = 1, 2, ..., N - 1 \), then the time required for reaching consensus will be smaller than \( 5 \), i.e., \( t^* \leq 5 \).

The proof of Property 3 is provided in Appendix E.

**Property 4.** Let \( x_{\sigma(i)}(0) \) be as previously defined. If \( x_{\sigma(2)}(0) - x_{\sigma(1)}(0) \leq \varepsilon \), \( x_{\sigma(3)}(0) - x_{\sigma(2)}(0) \leq \varepsilon \) and \( x_{\sigma(4)}(0) - x_{\sigma(3)}(0) \leq \varepsilon \), then the consensus among the individuals will be reached at time \( t^* = 2 \).

The proof of Property 4 is provided in Appendix F.

**Property 5.** Let \( x_{\sigma(i)}(0) \) be as defined before. If there exists an individual \( A_k \), such that:

(i) \( |x_{\sigma(i)}(0) - x_k(0)| \leq \varepsilon \) and \( |x_{\sigma(j)}(0) - x_k(0)| \leq \varepsilon \);

(ii) \( |x_{\sigma(i)}(1) - x_k(1)| \leq |x_{\sigma(j)}(1) - x_k(0)| \), and \( |x_{\sigma(i)}(1) - x_k(1)| \leq |x_{\sigma(j)}(1) - x_k(0)| \).

The proof of Property 5 is provided in Appendix G.

V. NUMERICAL AND SIMULATION ANALYSIS

This section presents a numerical example to show the usefulness of the MAT model. A comparison with another consensus model (GMAT model) is also provided, and finally an analysis to display the performance of the MAT model is presented.

A. The numerical example

BR Co. Ltd. is a company in the area of poultry-processing that wants to collect the opinions of workers over the necessity of regular production. A survey was carried out among employees where they were asked to provide their opinions expressed by a numerical value in the interval \([0, 1]\), where ‘0’ denotes the extremely unnecessary, and ‘1’ denotes the extremely necessary.

The BR company hopes that the opinions of its worker can reach the consensus in a limited period of time. In this paper, we consider two cases of the initial opinions of 30 workers.

Case I: The fragmentation case

In this case, the required time \( t^* \) is set as \( 4 \), i.e., \( t^* = 4 \), with the initial opinions of individuals are given in Table 1.

<table>
<thead>
<tr>
<th>( x_1(0) )</th>
<th>( x_2(0) )</th>
<th>( x_3(0) )</th>
<th>( x_4(0) )</th>
<th>( x_5(0) )</th>
<th>( x_6(0) )</th>
<th>( x_7(0) )</th>
<th>( x_8(0) )</th>
<th>( x_9(0) )</th>
<th>( x_{10}(0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.65</td>
<td>0.21</td>
<td>0.50</td>
<td>0.62</td>
<td>0.87</td>
<td>0.94</td>
<td>0.53</td>
<td>0.18</td>
<td>0.16</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Table 1. The initial opinions of 30 workers

Let \( \varepsilon = 0.02 \). Based on the HK model, the evolutions of the opinions of these 30 workers are shown in Fig. 2.

From Fig. 2, the opinions of individuals in the stable state will form three clusters.

Thus, we need to use the proposed method to reach a consensus. Since \( t^* = 4 \), the MAT model is constructed as follows:

\[
\begin{align*}
\text{Min} & \sum_{i=1}^{30} |\bar{x}_i(0) - x_i(0)| \\
\bar{x}_{\sigma(i+1)}(0) - \bar{x}_{\sigma(i)}(0) & \leq 0.2 \\
\bar{x}_{\sigma(i+1)}(0) - \bar{x}_{\sigma(i)}(0) & \geq 0 \\
\bar{x}_i(t+1) & = \frac{\sum_{j=1}^{30} w_{ij} \bar{x}_j(t)}{\sum_{j=1}^{30} w_{ij}} \\
\bar{x}_i(4) & = \bar{x}_j(4) \\
\bar{x}_j(4) & = \begin{cases} 1, & |\bar{x}_i(t) - \bar{x}_j(t)| \leq 0.2 \\ 0, & \text{otherwise} \end{cases}
\end{align*}
\]

Let the maximum number of iterations \( l_{max} = 500 \), \( c_l = 0.1 \), \( w = 0.2 \) and \( c_2 = 0.2 \). The size of the swarm consists of 100 particles. Then, we use the PSO algorithm I to solve the consensus model. The fitness degree in successive generations is depicted in Fig. 3.
The adjusted initial opinions are listed in Table 2. Then, based on the HK model, the adjusted initial opinions of these 30 workers will evolve to reach a consensus at time $t^{*} = 4$, that is in four iterations as depicted in Fig. 4.

<table>
<thead>
<tr>
<th>$x_1(0)$</th>
<th>$x_2(0)$</th>
<th>$x_3(0)$</th>
<th>$x_4(0)$</th>
<th>$x_5(0)$</th>
<th>$x_6(0)$</th>
<th>$x_7(0)$</th>
<th>$x_8(0)$</th>
<th>$x_9(0)$</th>
<th>$x_{10}(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.65</td>
<td>0.2443</td>
<td>0.50</td>
<td>0.62</td>
<td>0.8289</td>
<td>0.9067</td>
<td>0.53</td>
<td>0.178</td>
<td>0.16</td>
<td>0.3157</td>
</tr>
<tr>
<td>0.65</td>
<td>0.2741</td>
<td>0.7012</td>
<td>0.35</td>
<td>0.8498</td>
<td>0.41</td>
<td>0.208</td>
<td>0.35</td>
<td>0.57</td>
<td>0.48</td>
</tr>
<tr>
<td>0.65</td>
<td>0.7494</td>
<td>0.55</td>
<td>0.53</td>
<td>0.8757</td>
<td>0.37</td>
<td>0.65</td>
<td>0.65</td>
<td>0.43</td>
<td>0.55</td>
</tr>
</tbody>
</table>

(ii) The polarization case
In this case, the required time $t^{*}$ is set as 5, i.e., $t^{*} = 5$, with the initial opinions of individuals are given in Table 3.

<table>
<thead>
<tr>
<th>$x_1(0)$</th>
<th>$x_2(0)$</th>
<th>$x_3(0)$</th>
<th>$x_4(0)$</th>
<th>$x_5(0)$</th>
<th>$x_6(0)$</th>
<th>$x_7(0)$</th>
<th>$x_8(0)$</th>
<th>$x_9(0)$</th>
<th>$x_{10}(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>0.05</td>
<td>0.08</td>
<td>0.04</td>
<td>0.06</td>
<td>0.12</td>
<td>0.04</td>
<td>0.15</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>0.17</td>
<td>0.23</td>
<td>0.06</td>
<td>0.03</td>
<td>0.14</td>
<td>0.29</td>
<td>0.88</td>
<td>0.89</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>0.88</td>
<td>0.94</td>
<td>0.90</td>
<td>0.85</td>
<td>0.94</td>
<td>0.92</td>
<td>0.98</td>
<td>0.95</td>
<td>0.97</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Let $\varepsilon = 0.2$. Based on the HK model, the evolutions of initial opinions of 30 workers are depicted in Fig. 5.

As we can observe in Fig. 5, the opinions of individuals in the stable state will reach a polarization state. Thus, the proposed method to reach a consensus in required.

Since $t^{*} = 5$, then the MAT model can be constructed. Let the maximum number of iterations $l_{max} = 500$,
The obtained optimal solutions are listed in Table 4. Then, based on the HK model, the adjusted initial opinions of these 30 workers will be evolved to reach a consensus at time $t^* = 5$, as depicted in Fig. 7.

![Fig. 7. The evolution of the optimal opinions under Case II](image)

**B. Simulation analysis**

In this subsection, a comparative study on the performance of the MAT model is carried out. To do so, another consensus model (we refer to the GMAT model) is firstly developed. Afterwards, the simulation experiment will be carried out for both MAT and GMAT models with the same initial opinions and time constraints.

**B1. The GMAT model**

In the GMAT model, the opinions of individuals at each time $t$ ($t = 0, 1, ..., t^*$) may be adjusted, and then they will evolve following the HK model.

Before presenting the GMAT model, we define some related notations:

Let $\bar{x}_i(t)$ be the adjusted opinion of individual $A_i$ at time $t$ in the GMAT model. Let $y_i(t + 1)$ be the opinion that $\bar{x}_i(t)$ will evolve to at time $t + 1$, for $t = 0, 1, ..., t^* - 1$, and $y_i(0) = x_i(0)$. Thus, $y_i(t + 1)$ is determined by

$$y_i(t + 1) = \frac{\sum_{j=1}^{N} e_{ij}^*(t) \bar{x}_j(t)}{\sum_{j=1}^{N} e_{ij}^*(t)}, \quad t = 0, 1, ..., t^* - 1, \quad i = 1, 2, ..., N$$

where $e_{ij}^*(t) = \begin{cases} 1, & |\bar{x}_i(t) - \bar{x}_j(t)| \leq \varepsilon \\ 0, & otherwise \end{cases}$.

Then, the opinions of individuals in the GMAT model should have the minimum adjustments, i.e.,

$$\min \sum_{t=0}^{t^*} \sum_{i=1}^{N} \bar{x}_i(t) - y_i(t)$$

(21)

Meanwhile, the adjusted opinions of individuals in GMAT model should reach a consensus at time $t^*$, i.e.,

$$\bar{x}_i(t^*) = \bar{x}_j(t^*), \quad i, j = 1, 2, ..., N$$

(22)

The GMAT model is thus formulated as follows:

$$\min \sum_{t=0}^{t^*} \sum_{i=1}^{N} |\bar{x}_i(t) - y_i(t)|$$

(23)

where $\bar{x}_i(t)$ ($i = 1, 2, ..., N$) and $t = 0, 1, ..., t^*$ are decision variables.

Clearly, when $t^* = 0$, the GMAT model can be equivalently transformed as the MAT model.

**Note 2.** Both the MAT and GMAT model can assist the individuals to reach consensus in a required time. In the former model, only the initial opinions of individuals are adjusted. Meanwhile in the latter model, the opinions of individuals at each time $t$ ($t = 0, 1, ..., t^*$) are adjusted.

To solve the GMAT model, we propose the PSO algorithm II is provided in Appendix H.

**B2. Simulation experiment**

In this subsection, we design a simulation experiment to compare the MAT model with the GMAT model. Let $z_1^*$ and $z_2^*$ be the objective function values of the MAT model and the GMAT model, respectively, where $z_1^* = \sum_{i=1}^{N} |x_i(0) - x_i(0)|$ and $z_2^* = \sum_{i=0}^{t^*} \sum_{i=1}^{N} |\bar{x}_i(t) - y_i(t)|$.

Then, we propose a simulation method to calculate the values of $z_1^*$ and $z_2^*$ under different $t^*$ values.

**Simulation method I**

**Input:** $t^*$ and $\varepsilon$.

**Output:** $z_1^*$ and $z_2^*$.

**Step 1.** The initial opinions $X(0)$ of individuals are the same as those from Tables 1 or 3.

**Step 2.** The MAT model and the GMAT model are constructed, respectively. Then, use the PSO algorithm I and the PSO algorithm II to solve the MAT model and GMAT model, respectively.

**Step 3.** Obtain the optimal solutions of the MAT model and the GMAT model, and calculate the values of $z_1^*$ and $z_2^*$.

**Step 4.** Output the value of $z_1^*$ and $z_2^*$.

**Note 2.** When using the PSO algorithm I and the PSO algorithm II, we set the same parameters Subsection V-A.

Let $\varepsilon = 0.2$. Based on the initial opinions given in Tables 1 and 3, we set different $t^*$ values, and run the simulation method I 1000 times to calculate the average values of $z_1^*$ and $z_2^*$, which are shown in Figs. 8-9.
reaching method can’t guarantee that the consensus can be considered. This implies that the existing consensus reaching methods over the MA T model are more than that in the GMA T model. This implies that the performances of the MA T model and the GMA T model are very similar.

Furthermore, based on simulation experiments, we summarize the advantages of the MA T model over the GMA T model as follows:

(i) From Fig. 4, we observed that: the amounts of adjustments in the MA T model are approximate to those in the GMA T model. This implies that the performances of the MA T model and the GMA T model are very similar.

(ii) Since the MAT model is considered as a special case of GMAT model, thus the computation complexity of the GMAT model is higher than that of the MAT model.

(iii) In the simulation experiment, we observe some individuals in the GMAT model may adjust their opinions at different time. While in the MAT model, each individual adjust his/her opinion at most one time.

(iv) In the simulation experiment, we observe that the number of individuals adjusting their opinions in the GMAT model is more than that in the MAT model. This implies the number of individuals without adjustments in the MAT model is more than that in the GMAT model.

Therefore, the MAT model is considered the basic model to assist the individuals reach a consensus in a required time.

C. Comparison analysis

In this subsection, we compare the MA T model with existing consensus reaching methods from five aspects: context, feedback adjustment, time constraint, opinion evolution and consensus result.

The detailed comparisons between the existing consensus reaching methods over the MAT model are described in Table 5.

<table>
<thead>
<tr>
<th>Method</th>
<th>Context</th>
<th>Feedback adjustments</th>
<th>Time constraints</th>
<th>Opinion evolution</th>
<th>Consensus result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dabarera et al., [21]</td>
<td>OD</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Considered</td>
<td>Consensus or fragmentation</td>
</tr>
<tr>
<td>Ding et al., [22]</td>
<td>OD</td>
<td>No minimum adjustment</td>
<td>Not considered</td>
<td>Considered</td>
<td>Unique opinion</td>
</tr>
<tr>
<td>Hegselmann et al., [23]</td>
<td>OD</td>
<td>No minimum adjustment</td>
<td>Not considered</td>
<td>Considered</td>
<td>Unique opinion</td>
</tr>
<tr>
<td>Liu et al., [29]</td>
<td>GDM</td>
<td>No minimum adjustment</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Soft consensus</td>
</tr>
<tr>
<td>Wu et al., [30]</td>
<td>GDM</td>
<td>No minimum adjustment</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Soft consensus</td>
</tr>
<tr>
<td>Gong et al., [37]</td>
<td>GDM</td>
<td>Minimum adjustment</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Soft consensus</td>
</tr>
<tr>
<td>The MAT model</td>
<td>OD</td>
<td>Minimum adjustment</td>
<td>Considered</td>
<td>Considered</td>
<td>Unique opinion</td>
</tr>
</tbody>
</table>

From Table 5, we obtain the following observations:

(i) In the existing methods, the time constraints are not considered. This implies that the existing consensus reaching method can’t guarantee that the consensus can be reached in a required time.

(ii) In the existing methods in OD context, the minimum adjustments are not considered. This implies that the existing methods in OD context will take the large consensus cost to reach a consensus.
(iii) In the existing methods in GDM context, the opinion evolutions are not considered, which contradicts the fact that some individuals often share and evolve their opinions and preferences through the interactions.

(iv) The time constraints, the minimum adjustments and opinion evolutions are considered in the MAT model. This implies that the proposed MAT model has the distinct advantages over the existing methods.

VI. CONCLUSION

In this contribution, we propose a new consensus model that takes into consideration the time constraints and the minimum adjustments in a group of individuals with bounded confidence. The main contributions of this research work are as follows:

(1) The MAT model presents minimum adjustments rules to modify the initial opinions of individuals, which can further influence the opinion evolutions of individuals to reach consensus in a required time.

(2) The equivalent forms of the MAT model in different time constraints are provided. If the required time is not high the MAT model can be easily solved using an optimization software package. On the contrary, when the required time become higher, we propose the PSO I algorithm to solve the MAT model.

(3) Properties of the MAT model are discussed. These properties prove that: i) the shorter the required time the larger adjustments in the initial opinions are necessary in the initial opinions in order to reach a consensus, ii) the original opinions' sequence consistency will be maintained after modifying the initial opinions, iii) the average opinion will have the minimum adjustment in the case of uniform initial opinions, and iv) some special cases when all the opinions of individuals will evolve to reach a consensus without modifying their initial opinions.

(4) A numerical example is given to show the usefulness of the MAT model. A comparison with another consensus model (the GMAT model) is then conducted via simulation experiments. The results obtained show that the performances of the MAT model and the GMAT model are similar, although the MAT model presents lower computational more efficient.

In this paper it is assumed that individuals express their preferences honestly. However, in real-life consensus reaching process, individuals often hide their true preferences, and express dishonest preferences to exhibit the strategic manipulation behaviours [39]. Meanwhile, in this paper, the robustness of the MAT model is not studied. However, the robustness of the MAT model always has great influence on the quality of consensus reaching. Therefore, in the future, we will investigate the bounded confidence consensus reaching considering the strategic manipulation behaviours, and investigate the robustness of the MAT model through the simulation experiments with both real and random generated data.

APPENDIX

A. The proof of Theorem 3.

Proof. For any two individuals $A_i$ and $A_j$, when $|\bar{x}_i(1) - \bar{x}_j(1)| \leq \varepsilon$, then $A_i$ and $A_j$ will have the same confidence set at time $t = 1$, i.e., $I(A_i, X(1)) = I(A_j, X(1))$. Furthermore, all the individuals will reach a consensus at time $t = 2$, i.e., $\bar{x}_i(2) = \bar{x}_j(2)$, for $i, j = 1, 2, \cdots, N$.

Meanwhile, when $r_{ij}(0) = 1$, then we obtain:
\[
\begin{align*}
\bar{x}_i(0) - \bar{x}_j(0) & \geq -\varepsilon - M = -M, \\
\bar{x}_i(0) - \bar{x}_j(0) & \leq \varepsilon + M = M, \\
\bar{x}_i(0) - \bar{x}_j(0) & < -\varepsilon, \\
\bar{x}_i(0) - \bar{x}_j(0) & > M = M, \\
\bar{x}_i(0) - \bar{x}_j(0) & > \varepsilon.
\end{align*}
\]

When $r_{ij}(0) = 0$, since $y_{ij} - r_{ij}(0) \geq 0$ and $y_{ij}(0) + r_{ij}(0) < 2$, then we consider two cases: (i) $r_{ij}(0) = 0$ and $y_{ij}(0) = 0$, and (ii) $r_{ij}(0) = 0$ and $y_{ij}(0) = 1$.

In case (i), we obtain:
\[
\begin{align*}
\bar{x}_i(0) - \bar{x}_j(0) & \geq \varepsilon - M = -M, \\
\bar{x}_i(0) - \bar{x}_j(0) & \leq \varepsilon + M = M, \\
\bar{x}_i(0) - \bar{x}_j(0) & < -\varepsilon + M = M, \\
\bar{x}_i(0) - \bar{x}_j(0) & > \varepsilon.
\end{align*}
\]

In case (ii), we obtain:
\[
\begin{align*}
\bar{x}_i(0) - \bar{x}_j(0) & \geq -\varepsilon - M = -M, \\
\bar{x}_i(0) - \bar{x}_j(0) & \leq \varepsilon + M = M, \\
\bar{x}_i(0) - \bar{x}_j(0) & < -\varepsilon + M = M, \\
\bar{x}_i(0) - \bar{x}_j(0) & > \varepsilon.
\end{align*}
\]

Obviously, we obtain $-\varepsilon \leq \bar{x}_i(0) - \bar{x}_j(0) \leq \varepsilon$ when $r_{ij}(0) = 1$. And we obtain $\bar{x}_i(0) - \bar{x}_j(0) < -\varepsilon$ and $\bar{x}_i(0) - \bar{x}_j(0) > \varepsilon$ are the mutually exclusive constraints. Thus, it is $\bar{x}_i(0) - \bar{x}_j(0) < -\varepsilon$ or $\bar{x}_i(0) - \bar{x}_j(0) > \varepsilon$ when $r_{ij}(0) = 0$.

This completes the proof of Theorem 3.

B. The proof of Theorem 4.

Proof. For any two individuals $A_{\sigma(i)}$ and $A_{\sigma(i+1)}$, if $|\bar{x}_{\sigma(i)}(0) - \bar{x}_{\sigma(i+1)}(0)| > \varepsilon$, then we have: $I(A_{\sigma(i)}, \bar{x}(0)) \cap I(A_{\sigma(i+1)}, \bar{x}(0)) = \emptyset$, for $i = 1, 2, \cdots, N - 1$.

Since $\bar{x}_{\sigma(i)}(1) = \sum_{j=1}^{N} \frac{x_{\sigma(i)}(j)(X(0)) - \sum_{j=1}^{N} \#(X(0))}{\#(X(0))} = \sum_{j=1}^{N} \#(X(0))$, then we obtain: $\bar{x}_{\sigma(i)}(1) = \bar{x}_{\sigma(i)}(0)$ and $\bar{x}_{\sigma(i+1)}(1) = \bar{x}_{\sigma(i+1)}(0)$.

Furthermore, we obtain: $\bar{x}_{\sigma(i+1)}(0) - \bar{x}_{\sigma(i)}(0) \geq \varepsilon$. By repeating the above operation, we can prove: $\bar{x}_{\sigma(i+1)}(t') - \bar{x}_{\sigma(i)}(t') \geq \bar{x}_{\sigma(i+1)}(t') - \bar{x}_{\sigma(i)}(t') \geq \varepsilon$. Obviously, consensus among the opinions of individuals will not be reached under the condition $|\bar{x}_{\sigma(i)}(0) - \bar{x}_{\sigma(i+1)}(0)| > \varepsilon$. Then, $|\bar{x}_{\sigma(i)}(0) - \bar{x}_{\sigma(i+1)}(0)| \leq \varepsilon$, for $i = 1, 2, \cdots, N - 1$, is the necessary conditions for reaching a consensus.

This completes the proof of Theorem 4.

C. The proof of Property 1.

Proof. Let $X^1(0) = (x_1^1(0), x_2^1(0), \cdots, x_N^1(0))$ and $X^2(0) = (x_1^2(0), x_2^2(0), \cdots, x_N^2(0))$ be the optimal solutions of model (7) when $t^* = t_1$ and $t^* = t_2$. Obviously, we obtain: $AD(t_1) = \sum_{i=1}^{N} |x_i(0) - x_i^1(0)|$.
This completes the proof of Property 2.

**D. The proof of Property 2.**

Proof. Let $x_{\sigma(j)}(0)$ be the $i$th smallest value in the set $\{x_1(0), x_2(0), ..., x_N(0)\}$. Assume that $x_{\sigma(j)}(0) \leq x_{\sigma(k)}(0)$ but $\sigma_{\sigma(j)}(0) \geq \sigma_{\sigma(k)}(0)$. We assume that $x_{\sigma(k)}(0) \leq x_{\sigma(j)}(0)$ but $\sigma_{\sigma(k)}(0) \leq \sigma_{\sigma(j)}(0)$, for $i < k, l < j$.

Then, we obtain:

$$\sum_{q=1}^{i} \left| x_{\sigma(q)}(0) - \sigma_{\sigma(q)}(0) \right| - \sum_{q=i+1}^{j} \left| x_{\sigma(q)}(0) - \sigma_{\sigma(q)}(0) \right| = \left| x_{\sigma(j)}(0) - \sigma_{\sigma(j)}(0) \right| - \left| x_{\sigma(j)}(0) - \sigma_{\sigma(j)}(0) \right|$$

Since $x_{\sigma(j)}(0) \leq x_{\sigma(i)}(0)$ and $\sigma_{\sigma(j)}(0) \geq \sigma_{\sigma(i)}(0)$, we obtain:

$$\left| x_{\sigma(j)}(0) - \sigma_{\sigma(j)}(0) \right| + \left| x_{\sigma(i)}(0) - \sigma_{\sigma(i)}(0) \right| \leq \left| x_{\sigma(j)}(0) - \sigma_{\sigma(j)}(0) \right| + \left| x_{\sigma(i)}(0) - \sigma_{\sigma(i)}(0) \right|$$

Then, we obtain:

$$\sum_{q=1}^{i} \left| x_{\sigma(q)}(0) - \sigma_{\sigma(q)}(0) \right| - \sum_{q=i+1}^{j} \left| x_{\sigma(q)}(0) - \sigma_{\sigma(q)}(0) \right| - \left| x_{\sigma(j)}(0) - \sigma_{\sigma(j)}(0) \right| - \left| x_{\sigma(i)}(0) - \sigma_{\sigma(i)}(0) \right| \geq 0$$

Obviously, this contradicts that $(\sigma_{\sigma(i)}(0), \sigma_{\sigma(i+1)}(0), ..., \sigma_{\sigma(j)}(0))$ belongs to the optimal solution.

This completes the proof of Property 2.

**E. The proof of Property 3.**

Proof. We consider the extreme case: $x_{i+1}(0) - x_i(0) = \varepsilon$, for $N = 1, 2, 3$. Then, based on the HK model, we obtain: $x_1(1) = x_0(0) + \varepsilon$, $x_2(1) = x_0(0) + \varepsilon$, $x_3(1) = x_0(0) + 2\varepsilon$ and $x_4(1) = x_0(0) + \frac{3\varepsilon}{2}$.

Similarly, we obtain:

$$x_2(2) = x_0(0) + \frac{3\varepsilon}{4}, \quad x_2(2) = x_0(0) + \frac{7\varepsilon}{6}.$$
obtain: \( x_k(2) = \sum_{i=1}^{N} \frac{x(i)}{N} \). Since \( x_k(1) \leq x_k(0) \), we can easily obtain: \( x_k(2) \leq x_k(1) \).

Furthermore, we obtain: \( |x_{\sigma(1)}(2) - x_k(2)| \leq |x_{\sigma(1)}(1) - x_k(1)| \) and \( |x_{\sigma(N)}(2) - x_k(2)| \leq |x_{\sigma(N)}(1) - x_k(1)| \).

By repeating the above proof, we can prove:

\[
|x_{\sigma(1)}(t) - x_k(t)| \leq \cdots \leq |x_{\sigma(1)}(2) - x_k(2)| \leq |x_{\sigma(1)}(1) - x_k(1)|
\]

and

\[
|x_{\sigma(N)}(t) - x_k(t)| \leq \cdots \leq |x_{\sigma(N)}(2) - x_k(2)| \leq |x_{\sigma(N)}(1) - x_k(1)|.
\]

Obviously, the values of \( |x_{\sigma(N)}(t) - x_k(t)| \) and \( |x_{\sigma(N)}(t) - x_k(t)| \) converge to 0. As a result, consensus among the individuals will be obtained.

This completes the proof of Property 5.

H. The PSO algorithm II.

Following the general framework of classical PSO algorithm, the key steps of PSO algorithm II are described as follows:

1. **Initiation**

   Let \( P = \{P_1, P_2, \ldots, P_N\} \) and \( X_q^0(0) = (x_{q1}^0(0), x_{q2}^0(0), \ldots, x_{qI}^0(0)) \) be as defined before. Without loss of generality, assume that \( x_1(0) \leq x_2(0) \leq \cdots \leq x_N(0) \).

2. **Fitness function**

   Assume that we regard that individuals \( A_1 \) and \( A_1 \) belong to one cluster. Then, the individuals will be divided into \( E \) clusters. We use \( S_1, S_2, \ldots, S_E \) to denote their cardinalities.

   Assume that \( s_q = \{A_{11}, A_{21}, \ldots, A_{E1} \} \in S_q \), and \( s_{y} = \max \{s_1, s_2, \ldots, s_E\} \).

3. **Updating the velocity and position of particles**

   (1) Let \( V^0_q(t) = (v_{q1}^0(t), v_{q2}^0(t), \ldots, v_{qI}^0(t)) \) be the velocity vector of particle \( P_q \) at time \( t \) of the \( t \)th iteration, and let \( V^0_q(t) = (v_{q1}^0(t), v_{q2}^0(t), \ldots, v_{qI}^0(t)) \) be the velocity vector of particle \( P_q \) in the \( t \)th iteration. Then, \( V^t_q(t) \) can be determined by

\[
V^t_q(t) = \alpha V^t_q(t-1) + \beta \frac{1}{N} \sum_{i=1}^{N} \frac{x_i(t)}{N} - \frac{1}{N} \sum_{i=1}^{N} \frac{x_i(t)}{N} \tag{26a}
\]

and

\[
V^t_q(t) = \alpha V^t_q(t-1) + \beta \frac{1}{N} \sum_{i=1}^{N} \frac{x_i(t)}{N} - \frac{1}{N} \sum_{i=1}^{N} \frac{x_i(t)}{N} \tag{26b}
\]

REFERENCES


Dr. Haiming Liang is an associate research fellow at the Business School, Sichuan University, China. He received his Ph.D. degree in management from Northeastern University in 2014. His research interests include multiple attribute decision making, and opinion dynamics. Dr. Liang published several international journal papers in European Journal of Operational Research, Omega, Computers & Industrial Engineering, Information Fusion, Journal of Artificial Societies and Social Simulation, Journal of the Operational Research Society, among others.

Yucheng Dong received the B.S. and M.S. degrees both in mathematics from Chongqing University, Chongqing, China, in 2002 and 2004, respectively, and the Ph.D. degree in management from Xi’an Jiaotong University, Xi’an, China, in 2008. He is currently a Professor at the Business School, Sichuan University, Chengdu, China. His current research interests include consensus process, computing with words, opinion dynamics, and social network decision making. He has published more than 100 international journal papers in Decision Support Systems, European Journal of Operational Research, IEEE Transactions on Big Data, IEEE Transactions on Cybernetics, IEEE Transactions on Fuzzy Systems, IEEE Transactions on Systems, Man, and Cybernetics, Omega, among others. Dr. Dong is a member of the editorial board of Information Fusion, an Area Editor of Computers & Industrial Engineering, and an Associate Editor of Group Decision and Negotiation.

Zhaogang Ding is a lecturer at the School of Public Management, Northwest University, China. He received his Ph.D. degree in management from Sichuan University in 2017. His research interests include opinion dynamics, social network analysis and collective action. Dr. Ding published several international journal papers in Information Sciences, Journal of Artificial Societies and Social Simulation, IEEE Transactions on Big Data, among others.
Raquel Ureña is a Senior Research Fellow in the Institute of artificial Intelligence at De Montfort University, Leicester, UK. She graduated in Telecommunication Engineering in 2009 at she obtained her PhD in Artificial Intelligence in 2015 both from the University of Granada. In 2017, she was awarded by the European Commission with the Prestigious Marie Curie Individual Fellowship.

Her research interests focus on applying computational intelligence techniques for solving complex real-world network based applications under uncertainty in social networks and e-health scenarios.

Dr. Ureña has published more than 45 indexed contributions in both highly regarded international journals and international conferences in the area of Artificial Intelligence and Computer Science. Furthermore she contributes as associate editor to the Journal of Intelligent Fuzzy Systems (JCR 1.426) and Journal of Artificial Intelligence and systems.

She has international experience in both academia and top technological companies such as. For more information please have a look to her website www.raquelurena.net.

Francisco Chiclana received the B.Sc. and Ph.D. degrees in mathematics from the University of Granada, Granada, Spain, in 1989 and 2000, respectively.

He is currently a Professor of computational intelligence and decision making with the School of Computer Science and Informatics, Faculty of Technology, De Montfort University, Leicester, U.K., and an Honorary Professor with the Department of Mathematics, University of Leicester, Leicester, U.K., for a period from July 1, 2015 to June 30, 2018. He has published extensively in leading international journals with more than 70 journal articles indexed in Web of Science. He has also been consistently classed as one of the Most Cited Scientist in its field by ESI. His current research interests include decision making, computational intelligence, information fusion, consensus, rule induction, and sentiment analysis.


Enrique Herrera-Viedma received the M.Sc. and Ph.D. degrees in computer science from the University of Granada, Granada, Spain, in 1993 and 1996, respectively.

He is a Professor of computer science and the Vice-President for Research and Knowledge Transfer with University of Granada, Granada, Spain. Hirsch-index is 62 with more than 13 000 citations received in Web of Science and 75 in Google Scholar with more than 24000 cites received. He has been identified as one of the world’s most influential researchers by the Shanghai Center and Thomson Reuters/Clarivate Analytics in both computer science and engineering in the years 2014, 2015, 2016, and 2017. His current research interests include group decision making, consensus models, linguistic modeling, aggregation of information, information retrieval, bibliometric, digital libraries, web quality evaluation, recommender systems, and social media.