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Abstract—Explosive growth of e-learning in the recent years has faced difficulty of locating appropriate learning resources to match the students learning styles. Recommender system is a promising technology in e-learning environments to present personalised offers and convey appropriate learning objects that match student inclinations. This paper, proposes a novel and effective recommender algorithm that recommends personalised learning objects based on the student learning styles. Various similarity metrics are considered in an experimental study to investigate the best similarity metrics to use in a recommender system for learning objects. The approach is based on the Felder and Silverman learning style model which is used to represent both the student learning styles and the learning object profiles. It was found that the K-means clustering algorithm, the cosine similarity metrics and the Pearson correlation coefficient are effective tools for implementing learning object recommender systems. The accuracy of the recommendations are measured using traditional evaluation metrics, namely the Mean Absolute Error and the Root Mean Squared Error.
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1 INTRODUCTION

E-learning recommender systems aim to recommend a sequence of learning objects to students, that is to suggest the most efficient or effective paths through a plethora of learning resources to achieve a certain competence [1] [2]. However, over specification and excessive searching in e-learning recommender systems result in information overload. Students do not have enough time to deal with these massive recommendations. In addition, the adaptability and diversity of recommendations are desirable in e-learning recommender systems, because students preferences and abilities keep changing, and also because the functionality of some learning resources for active students keeps changing. The diverse and adaptive recommendations should be presented to motivate learning potential of students and ensure a long-term learning experience.

Many authors stress that personalised learning improves students achievements and increases learning efficiency [3] [4] [5]. Therefore, explosive growth of e-learning has caused difficulty of locating the most appropriate learning objects to achieve positive educational experiences that fits learning styles of their students. Learning styles describe the preferences a student has for how material is presented, how to work with material and how to internalise information [6]. Knowing a student’s learning styles can help in several ways to improve the learning process. For example, personalising content to the learning styles of students has been found to be beneficial to learning in several ways such as improving satisfaction [7], learning outcomes, and reducing the time needed to learn [8]. Students may also be enlightened by understanding their own learning styles [9].

In this study, the Felder and Silverman Learning Style Model (FSLSM) is used since it is the most widely used in educational systems thanks to its ability to quantify students’ learning style [10] [11]. FSLSM is a learning style model that describes learning styles in detail and is therefore highly appropriate for providing adaptively in learning systems. Furthermore, FSLSM is used very often in technology enhanced learning and some researchers even argue that it is the most appropriate learning style model for the use in adaptive learning systems such as [12], [13], [14] as well as, it is easy to implement. Furthermore the learning styles can be obtained by means of the Index of Learning Styles (ILS) instrument, a questionnaire based on 44 items to which each student responds according to their learning preferences [6] as shown in Fig. 1.

The results obtained from the ILS distinguish the students preferences according to the four dimensions (active/reflective, sensing/intuitive, visual/verbal, and sequential/global) of the model, and they allow for describing trends about stronger and weaker preferences by means of a numeric scale. For example Active students prefer doing tasks or talking about concepts, while reflective students are likely to manipulate and examine the information introspectively [9]. The success of e-learning has created huge amounts of learning objects which makes locating suitable ones a real big challenge. Moreover, selecting appropriate learning resources to compose a suitable learning path for e-learning students is a complex task [15] [16]. One way to address this issue is to use recommender system techniques.
to personalise learning process according to the interests and goals of each student. They recommend Learning Object (LO) based on explicit or implicit students preferences. They help in alleviating the problem of information overload, showing users the most interesting learning objects according to some criteria, offering relevance and diversity [17].

Recommender systems are divided in four different groups:

1) **Collaborative filtering**: A technique for generating recommendations in which the similarity of opinions on a set of LOs is used to predict their similarity of opinions on other LOs.
2) **Content-based**: A technique for creating recommendations based on the contents of the LOs and the profiles of the students preferences.
3) **Knowledge-based**: A technique for providing recommendations using knowledge models about the students and the LOs to reason about which LOs meet students requirements.
4) **Hybrid**: A technique to generate recommendations that combines two or more of the previous techniques to build its recommendations.

Fig. 2 shows the general e-learning recommendation process: first the student model is extracted from student profiles, then the adaptive module builds the adaptive concept selection rules or content selection rules through analysing the relationships between the students and learning objects models. The recommendation module executes the adaptive matching rules and provides the recommendations.

### 1.1 Current Challenges

E-learning recommendation systems still face the following problems:

1) The majority of the traditional recommendation algorithms have been developed for e-commerce applications, which are unable to cover the entire requirements of learning environments. They do not consider the learning process in their recommendation approach.
2) Most of existing personalised recommendation systems which are based on clustering approach suffer from low accuracy level because the risk of creating clusters that include data points that are actually not too close, the risk of getting different clusters when running the same clustering algorithm again, meaning that the clustering algorithm does not always group the nearest data points.
3) Usually, e-learning systems follow a one-size-fits all approach in which a same learning sequence or same learning materials are provided to all students by considering only common aspects of those students. However, these students vary in their learning styles, knowledge levels, background and goals [18].
4) It is necessary to consider the attributes of object profile such as learning styles in order to provide a good recommendation in the learning environment. Therefore, in order to improve the quality and accuracy of recommendations in the learning environment, this research takes the multidimensional attributes of learning object into account in order to personalise learning path by selecting and sequencing the most appropriate object profile according to students learning styles.

### 1.2 Contribution

Dynamically adaptive e-learning systems that continuously adapt course learning objects to the learners according to their learning styles during on-line sessions are becoming popular in the research community. This paper, proposes a novel and effective recommender algorithm that recommends personalised learning objects based on the student learning styles (Sect. 3). Various similarity metrics are considered in an experimental study to investigate the best similarity metrics to use in a recommender system for learning objects (Sect. 4). The approach is based on the Felder and Silverman learning style model which is used to represent both the student learning styles and the learning object profiles. It was found that the K-means clustering algorithm, the cosine similarity metrics and the Pearson correlation coefficient are effective tools for implementing learning object recommender systems (Sect. 4.4). The accuracy of the recommendations are measured using traditional
Fig. 2: General e-learning recommendation process

evaluation metrics, namely the Mean Absolute Error (MAE) and the Root Mean Squared Error (RMSE).

The remainder of the paper is organised as follows. The next section defines the main concepts used in the proposed approach. Sect. 2 discusses the proposed recommender algorithm. Sect. 3 presents the experimental results and analysis. Related works are discussed in Sect. 4; and Sect. 5 concludes the paper and points to future directions.

2 PRELIMINARIES

This section describes the similarity metrics commonly used in recommender systems. These will be analysed later to improve the accuracy of recommendations. An overview of the K-means clustering algorithm is also presented.

2.1 Similarity Metrics

Recommender systems contain many similarity metrics that come from machine learning. They are used to measure the closeness (or the distance) between two features vectors. As such, they are very important in recommender systems in order to determine which items are more likely to interest a particular user. In order to identify the appropriate similarity metrics to be used in the recommender system proposed in this paper, it was important to review the common similarity metrics used in e-learning recommendation systems as shown in Table 1.

Let \( x = (x_1, \cdots, x_n) \) and \( y = (y_1, \cdots, y_n) \) be two vectors in an \( n \)-dimensional real vector space, for some integer \( n > 0 \).

2.1.1 Euclidean Distance

The Euclidean distance of two vectors \( x \) and \( y \) is given by Eq. (1) [25]:

\[
D(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]

The Euclidean distance is always greater than or equal to 0. The measurement is 0 for identical vectors and high for vectors that show little similarity. It is the most commonly used for clustering continuous data in algorithms such as K-means and Fuzzy C-means [26].

If the coordinates of the vectors \( x \) and \( y \) range from 0 to 1 (which is the case for the feature vectors used in this paper to represent the student learning styles and the learning object profiles, see Sect. 3), i.e. \( 0 \leq x_i, y_i \leq 1 \) for all \( 1 \leq i \leq n \), then the Euclidean distance can be normalised as follows.

\[
d(x, y) = \frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2
\]

Note that \( 0 \leq d(x, y) \leq 1 \) and the greater the value of \( d(x, y) \) the more dissimilar \( x \) and \( y \) are. Therefore a similarity metric can be derived from Eq. (2) as follows.

\[
Sim_d(x, y) = 1 - d(x, y)
\]

The value of \( Sim_d(x, y) \) is also between 0 and 1; however, a greater value indicates a stronger similarity between \( x \) and \( y \).

2.1.2 Manhattan Distance

The Manhattan distance of two vectors \( x \) and \( y \) in an \( n \)-dimensional real vector space is the sum of the absolute differences of their Cartesian coordinates, as defined in Eq. (4).

\[
M(x, y) = \sum_{i=1}^{n} |x_i - y_i|
\]

It follows that \( M(x, y) = 0 \) if \( x \) and \( y \) are identical, otherwise \( M(x, y) > 0 \). Like for the Euclidean distance, the Manhattan distance can be normalised to fall between 0 and 1 for vectors whose coordinates are non-negative real numbers less than or equal to 1, as defined in Eq. (5).

\[
m(x, y) = \frac{1}{n} \sum_{i=1}^{n} |x_i - y_i|
\]

Likewise, a similarity metric can be derived from Eq. (5) as follows.

\[
Sim_m(x, y) = 1 - m(x, y)
\]
TABLE 1: A Summary of Related Work

✓: indicates fully supported; 0: indicates not supported

<table>
<thead>
<tr>
<th>Study</th>
<th>Adaptation</th>
<th>Euclidean</th>
<th>Pearson's</th>
<th>Cosine</th>
<th>Jaccard</th>
<th>Manhattan</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>Learning objects adaptation</td>
<td>0</td>
<td>0</td>
<td>✓</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[20]</td>
<td>Similarity degree between learners</td>
<td>0</td>
<td>✓</td>
<td>✓</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[21]</td>
<td>Measure similarity between the rating vectors of learners</td>
<td>0</td>
<td>✓</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[22]</td>
<td>Compute the similarity between learners</td>
<td>✓</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>✓</td>
</tr>
<tr>
<td>[23]</td>
<td>Compute the similarity between learners</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>✓</td>
<td>0</td>
</tr>
<tr>
<td>[24]</td>
<td>Compute the similarity between students</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

2.1.3 **Pearson Correlation**

The Pearson correlation coefficient is a measure of the linear dependence between two variables (real-valued vectors). The Pearson correlation coefficient of two variables \( x \) and \( y \) is formally defined as the covariance of the two variables divided by the product of their standard deviations (which acts as a normalisation factor) \[27\] and it can be equivalently defined by Eq. \(7\).

\[
P(x, y) = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}}
\] (7)

where \( \bar{x} \) and \( \bar{y} \) are the mean values of \( x \) and \( y \), respectively.

The coefficient \( P(x, y) \) ranges from \(-1\) to \(1\) and is invariant to linear transformations of either variables. The value \(-1\) represents perfect negative linear dependence, \(0\) no linear dependence, and \(1\) perfect positive linear dependence. Used as a similarity metric, negative values indicate dissimilarity, while positive values measure the similarity between the two variables with \(1\) be the perfect similarity.

2.1.4 **Cosine Similarity**

The cosine similarity is one of the most popular similarity metrics, which measures the angle between two vectors \[28\] and is calculated in Eq. \(8\) as the ratio of the scalar product by the product of the magnitudes.

\[
c(x, y) = \frac{x \cdot y}{||x|| \cdot ||y||}
\] (8)

The values of \( c(x, y) \) range from \(-1\) to \(1\) in general, and from \(0\) to \(1\) if the coordinates of \( x \) and \( y \) are non-negative values. This paper is interested in the latter where the value \(0\) represents no similarity and \(1\) perfect similarity.

2.2 **K-means Clustering Algorithm**

Clustering can be defined as the process of organising objects in a database into clusters (or groups) such that objects within the same cluster have a high degree of similarity, while objects belonging to different clusters have a high degree of dissimilarity. The K-means algorithm \[29\] is one of the most popular clustering algorithms due to its simplicity and intuitive interpretations. The algorithm is depicted by the flowchart in Fig. 3 and can be described by the following steps.

**Step 1:** Select K random points from the data-set as initial cluster centroids.

**Step 2:** Create K cluster by associating each data point with their closest cluster centroid according to the Euclidean distance defined Eq. \(1\).

**Step 3:** Recalculate the centroid of each cluster as the mean of all the data points in that cluster.

**Step 4:** Repeat steps 2 and 3 until centroids no longer change.

Clustering improves the efficiency of recommender systems because it can be used off-line to partition the data-set such that similar data are grouped in the same cluster and dissimilar data are put in different clusters. Then the recommendation algorithm is applied only to the cluster with highest similarity to the active user.

2.3 **The Felder-Silverman Learning Style Model**

Learning style is the manner in which one learns best. It is based on individual characteristics and preferences. Theories of learning styles suggest that people differ in the ways they perceive, process and receive information. Each learner has their own learning style which if identified accurately could be used to provide effective and personalised teaching to significantly boost their performance in learning. The
Fielder-Silverman learning style model (FSLSM) \([9]\) is considered the most stable learning style model and comprises four dimensions as depicted in Fig. 1.

The information processing dimension (active/reflective) tells how you prefer to process information. An active learner prefers to try things out, working with others in groups; while a reflective learner prefers thinking things through, working alone or with familiar partner.

The information input dimension (visual/verbal) determines how you prefer information to be presented. A visual learner prefers visual presentations, pictures, diagrams, and flow charts. A verbal learner prefers written and spoken explanations.

The information understanding dimension (sequential/global) determines how you prefer to organise and progress toward understanding information. A sequential learner prefers linear thinking, orderly, and learns in small incremental steps. In the contrary, a global learner prefers holistic thinking, systems thinkers, and learns in large leaps.

The information perception dimension (sensing/intuitive) states how you prefer to perceive or take in information. A sensing learner prefers concrete thinking, practical, concerned with facts and procedures; while an intuitive learner prefers conceptual thinking, innovative, and concerned with theories and meanings.

Note that each of these dimensions is characterised by a pair \(X/Y\) of learning style attributes (i.e. active/reflective, sequential/global, visual/verbal, and sensing/intuitive) meaning that the learning style of a learner in that dimension ranges from perfect \(X\) to perfect \(Y\). For example, in the information processing dimension the learning style of a student can be 70\% active and 30\% reflective. Of course, the percentage of \(X\) and the percentage of \(Y\) must sum up to 100\%. Felder and A Solomon \([30]\) developed the Index of Learning Styles (ILS) questionnaire that comprises 44 questions effective in identifying the learning style of each individual learner. ILS provides a method of calculating the percentage values of learning style attributes from the learner’s answers to the questionnaire \([30], [31]\).

The next section presents a novel algorithm for recommending learning objects based on the student learning style.

### 3 Proposed algorithm for recommending personalised learning objects

In this section a study is carried out to devise an effective algorithm for recommending personalised learning objects in e-learning systems based on student learning styles. The FSLSM learning style model described above is adopted to represent both the student learning preferences and the learning object profiles. First a skeleton algorithm is presented (Sect. 3.2) that contains two abstract similarity metrics as place holders. Then an experimental study is done by replacing these abstract similarity metrics by the actual similarity metrics defined in Sect. 2.7 to find out which combination produces the best accuracy for the recommender algorithm. The best performing algorithm is then retained for the recommender system.

#### 3.1 Assumptions

It is assumed that the student learning style is represented by a vector of real values ranging from 0 to 1 (or from 0% to 100%) as follows, where the prefixes of learning style attributes are used as place holders.

\[
LS = (act, ref, vis, ver, seq, glo, sen, int) \tag{9}
\]

Some examples of student learning style vectors are given in Table 2. As stated in Sect. 2.3 the learning style vector can be calculated using e.g. the learner’s responses to the ILS questionnaire.

The learning content materials are structured into learning objects for each topic. Learning objects are provided in various formats and media in order to meet the learning styles of individual learners. They can be text documents (e.g. pdf), presentations (e.g. powerpoint slides), images, audios, videos, simulations, etc. For example, a visual learner will prefer to watch a video than to read a pdf document; while a verbal learner will prefer the opposite. Therefore, a learning object profile (OP) can be represented by a FSLSM learning style vector indicating the category of learners that this learning object is suitable to as in Eq. 10.

\[
OP = (act, ref, vis, ver, seq, glo, sen, int) \tag{10}
\]

Unlike the student learning styles that are calculated through the ILS questionnaire, it is assumed that the learning object profile is set by the teacher or an education professional. Some examples of learning object profiles are given in Table 3 for illustration.

Finally, it is assumed that for each lesson the learning objects are clustered off-line to partition them into groups of similar profiles using the K-means clustering algorithm described in Sect. 2.2. This process is repeated each time there is a change to the database of learning objects. These

---

**Table 2: Examples of student learning style vectors**

<table>
<thead>
<tr>
<th>Name</th>
<th>act</th>
<th>ref</th>
<th>vis</th>
<th>ver</th>
<th>seq</th>
<th>glo</th>
<th>sen</th>
<th>int</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatima</td>
<td>0.7</td>
<td>0.3</td>
<td>0.2</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>Tom</td>
<td>0.4</td>
<td>0.6</td>
<td>0.1</td>
<td>0.9</td>
<td>0.7</td>
<td>0.3</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>Clara</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.3</td>
</tr>
</tbody>
</table>

**Table 3: Examples of learning object profile**

<table>
<thead>
<tr>
<th>OP</th>
<th>act</th>
<th>ref</th>
<th>vis</th>
<th>ver</th>
<th>seq</th>
<th>glo</th>
<th>sen</th>
<th>int</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP_1</td>
<td>0.7</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
<td>0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>OP_2</td>
<td>0.2</td>
<td>0.8</td>
<td>0.8</td>
<td>0.2</td>
<td>1</td>
<td>0</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>OP_3</td>
<td>0.5</td>
<td>0.5</td>
<td>0.2</td>
<td>0.8</td>
<td>0.4</td>
<td>0.1</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>OP_4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>OP_5</td>
<td>0.9</td>
<td>0.1</td>
<td>0.7</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>OP_6</td>
<td>0.1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.1</td>
<td>0.2</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>OP_7</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.1</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>OP_8</td>
<td>0.3</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>OP_9</td>
<td>0.4</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>OP_10</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.3</td>
<td>0.1</td>
<td>0.2</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>OP_11</td>
<td>0.2</td>
<td>0.8</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>0.2</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>OP_12</td>
<td>0.9</td>
<td>0.1</td>
<td>0.4</td>
<td>0.6</td>
<td>0.2</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>OP_13</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
<td>0.8</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>OP_14</td>
<td>0.7</td>
<td>0.3</td>
<td>0.9</td>
<td>0.1</td>
<td>0.3</td>
<td>0.7</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>OP_15</td>
<td>0.8</td>
<td>0.2</td>
<td>0.1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>OP_16</td>
<td>0.9</td>
<td>0.1</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.9</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>OP_17</td>
<td>0.8</td>
<td>0.1</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.3</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>OP_18</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>OP_19</td>
<td>0.7</td>
<td>0.7</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.3</td>
</tr>
</tbody>
</table>
clusters are used as input to the proposed recommender algorithm presented in the following section.

3.2 Skeleton of the Recommender Algorithm

Let $LS$ be the learning style vector of the active student. The recommender algorithm is described by the following 5 steps where $Sim_1$ and $Sim_2$ denote any of the similarity metrics defined in Sect. 3.1.

Step 1 – Calculate $C$, the nearest learning object cluster to the active student learning style $LS$ using the similarity metric $Sim_1$: This is done by calculating the similarity degree between $LS$ and the centroid of each cluster and choose the cluster that provides the highest similarity degree.

Step 2 – Calculate the similarity degree between $LS$ and each learning object in $C$ using the similarity metric $Sim_2$: For all $OP \in C$, calculate $Sim_2(LS, OP)$.

Step 3 – Select the top-$n$ learning objects most similar to $LS$: The number of learning objects to be selected can be a chosen constant or determined using a similarity threshold.

Step 4 – Predict the Student’s ratings of the top-$n$ learning objects: A 5-level Likert scale is considered, with 1 be the lowest score and 5 the highest score. The learner ratings of each learning object profile is represented by a learning object (profile) $OP$, where $Sim(LS, OP)$ is the predicted rating of the learning object by the active student $LS$, and $int(x)$ denotes the closest integer to the real value $x$; e.g. $int(2.3) = 2$ and $int(2.5) = 3$.

Step 5 – Rank learning objects in descending order of predicted ratings: This constitutes the list of learning objects recommended to the active student.

The following section illustrates how the algorithm works using an example.

3.3 An Example

Consider the learning objects described in Table 3 where each learning object profile is represented by a learning style vector indicating the kind of learners this learning object is suitable for. The K-means clustering algorithm (see Sect. 2.2) is applied with $K = 3$ to partition these learning objects into 3 clusters as depicted in Fig. 4, where $CC_i$ denotes the centroid of the cluster $C_i$, $1 \leq i \leq 3$. The centroids of the clusters are described in Table 3. In this example, the recommender algorithm presented in Sect. 3.2 is instantiated by taking the similarity metric $Sim_1$ to be the cosine similarity defined in Eq. 8 and the similarity metric $Sim_2$ to be the Pearson correlation coefficient defined in Eq. 4. Hence, the recommender algorithm works as follows for the active student Fatima whose learning style vector $LS$ is given in Table 2, i.e.

$$LS = (0.7, 0.3, 0.2, 0.8, 0.5, 0.5, 0.6, 0.4).$$

Step 1 – Calculate $C$, the nearest learning object cluster to the active student learning style $LS$ using the similarity metric $Sim_1$:

- $Sim_1(LS, CC_1) = c(LS, CC_1) = 0.90$

Fig. 4: Learning objects clustering

TABLE 4: Description of the clusters’ centroids

<table>
<thead>
<tr>
<th></th>
<th>act</th>
<th>ref</th>
<th>vis</th>
<th>ver</th>
<th>seq</th>
<th>glo</th>
<th>sen</th>
<th>int</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CC_1$</td>
<td>0.7</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>0.65</td>
<td>0.35</td>
<td>0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>$CC_2$</td>
<td>0.4</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.75</td>
<td>0.25</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$CC_3$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.45</td>
<td>0.55</td>
<td>0.3</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

- $Sim_1(LS, CC_2) = c(LS, CC_2) = 0.84$
- $Sim_1(LS, CC_3) = c(LS, CC_3) = 0.93$

Therefore, the nearest cluster is $C = C_3$.

Step 2 – Calculate the similarity measurement between $LS$ and each learning object in $C$ using the similarity metric $Sim_2$:

- $Sim_2(LS, OP_3) = P(LS, OP_3) = 0.52$
- $Sim_2(LS, OP_4) = P(LS, OP_4) = -0.27$
- $Sim_2(LS, OP_5) = P(LS, OP_5) = -0.08$
- $Sim_2(LS, OP_6) = P(LS, OP_6) = -0.57$
- $Sim_2(LS, OP_7) = P(LS, OP_7) = 0.34$
- $Sim_2(LS, OP_8) = P(LS, OP_8) = -0.53$
- $Sim_2(LS, OP_9) = P(LS, OP_9) = 0.76$
- $Sim_2(LS, OP_{10}) = P(LS, OP_{10}) = -0.53$

Step 3 – Select the top-$n$ learning objects most similar to $LS$: With a similarity threshold of 0.25, the top-$n$ learning objects are: $OP_3$, $OP_7$, and $OP_9$.

Step 4 – Predict the Student’s ratings of the top-$n$ learning objects:

- $\hat{r}(LS, OP_3) = int(0.5 + 0.52 \times 5) = 3$
- $\hat{r}(LS, OP_7) = int(0.5 + 0.34 \times 5) = 2$
- $\hat{r}(LS, OP_9) = int(0.5 + 0.76 \times 5) = 4$

Step 5 – Rank learning objects in descending order of predicted ratings: The list of recommended leaning objects in descending order of predicted ratings is $OP_9, OP_7$, and $OP_3$.

Note that if other similarity metrics are used for $Sim_1$ and $Sim_2$ then the prediction of the student ratings of the learning objects may be different. Therefore, an important question is “what are the similarity metrics that provide the best prediction of the student ratings of the learning objects using the proposed recommender algorithm?” An experimental study is carried out in an attempt to find the answer to that question.

4 Experimental Study

An experimental study was carried out at the Arab Academy for Science Technology and Maritime (AAST) in
Cairo in Egypt, to determine the most effective metrics to be used for the recommendation of learning objects in e-learning systems. The skeleton recommender algorithm proposed in Sect. 3.2 was used as the basis of the study, aiming to find the best values for $Sim_1$ and $Sim_2$.

4.1 Dataset
The dataset of MOODLE log-file at AAST is used in this study for the fall and spring semesters in 2016/2017 and 2017/2018 in the school of business. The course of interest is on networks and e-commerce and comprises 20 topics with each topic having multiple learning objects in various presentation styles. There were a minimum of 15 learning objects for each topic. The experimental set up consisted of 30 students whose learning styles were identified using the ILS questionnaire as explained in [32]. During the course, the students were asked to rate each learning object using a 5-level Likert scale; with 1 be “not at all useful” and 5 be “very useful” to their learning.

4.2 Evaluation Metrics
To evaluate the quality of the recommender algorithm, 2 metrics were used to calculate the accuracy of the recommendations: the Mean Absolute Error (MAE) and the Root Mean Squared Error (RMSE). These are the most commonly used metrics to measure accuracy in recommender systems. Both metrics measure the average magnitude of the errors in a set of predictions, without considering their direction. They range from 0 to $\infty$ and the smaller their value, the greater the accuracy. They are defined by Eq. (12) and Eq. (13), where $r_i$ is the actual student rating of the learning object $i$ and $\hat{r}_i$ is the predicted student rating for that learning object, $1 \leq i \leq n$.

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |r_i - \hat{r}_i|$$

RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (r_i - \hat{r}_i)^2}$$

RMSE is useful to detect large errors in the prediction that may not be observed through MAE.

4.3 Experimental Platform
The skeleton algorithm was implemented in C++ using Visual studio and Windows Presentation Foundation (WPF) to design the GUI (graphical user interface). All the experiments are run on a Windows based PC with Intel core i5 processor having a speed of 2.40 GHz and 16GB of RAM. The GUI which allows to select various combinations of similarity metrics is depicted in Fig. 5.

4.4 Experimental Result and Analysis
It was found that the similarity metric $Sim_1$ used to determine the nearest learning object cluster to the active student learning style has no significant effect on the accuracy of the recommender algorithm. Indeed, Fig. 5 shows the distributions across K=3 clusters of a random sample of 30 students using the similarity metrics Euclidean (Eq. (3)), Manhattan (Eq. (6)), Person correlation coefficient (Eq. (7)), and cosine (Eq. (9)), respectively. It can be seen that there is no significant difference between these distributions. This means that any of this similarity metrics can be used for $Sim_1$ in skeleton recommender algorithm proposed in Sect. 3.2.

Now that it is clear what metric (i.e. $Sim_1$) can be used to calculate the nearest learning object cluster to a student learning style, the next step is to find the most effective metric (i.e. $Sim_2$) to select the top-n nearest learning objects to the student learning style within a cluster of learning objects. Experimental results show that the skeleton recommender algorithm has the best accuracy when the Pearson correlation coefficient (Eq. (7)) is substituted to $Sim_2$, as it can be seen in Fig. 7 and Fig. 8 according to the evaluation metrics MAE and RMSE respectively.

Based on this study the final recommender algorithm is presented in the following section.

4.5 Final Recommender Algorithm
The final recommender algorithm is given by Algorithm 1 where the cosine similarity metric is used to determine the nearest learning object cluster to the active student learning style and the Pearson correlation coefficient is used to select the top-n learning objects of the nearest cluster that are the most similar to the active student learning style. It is understood that the function $quickSort(L, i)$ sorts a list of tuples $L$ along the $i$th dimension. In the case of Algorithm 1 $L$ is a list of tuples of the form $< x, y >$, where $x$ is a learning object profile (OP) and $y$ the corresponding predicted rating for the active student $LS$.

5 Related Work
In recent years, recommendation technologies have been studied extensively by researchers across different disciplines. This section presents a review of some of the relevant works on e-learning recommendation systems approaches. A comparative review of these works is summarised in Table 5. In e-learning environment students are still being provided with static and predefined patterns of learning courses, tasks, materials, objects inspite of the fact that learner differ in characteristics such as learning interests, objectives, needs, skills and personalities. Taking all these differences into account it has become essential personalising learning items for individual learners using recommendation systems. However, most of these recommendation systems suffer from several drawbacks, e.g. some are based only on the users rating for generating the recommendations; others assume all on-line student would follow a consistent path, the path put out in the design and materialised by some hyperlinks.

6 Conclusion and Future Work
This paper presented a novel algorithm for recommending learning objects in e-learning systems based on the student learning styles. Initially a skeleton recommender algorithm was devised using two abstract similarity metrics $Sim_1$ and $Sim_2$ as place holders. Then an experimental study was carried out to find the best actual similarity metrics for
**Algorithm 1: Recommender Algorithm**

**input**: $K$: Number of clusters, $K \geq 1$  
$C$: Set of $K$ clusters $C_1, \ldots, C_k$  
$CC$: Set of the $K$ clusters’ centroids  
$LS$: Active student learning style  
$T$: Similarity degree threshold  
**output**: $TopN$: List of recommended learning objects

```plaintext
1  $j = 1$
2  $x = c(LS, CC_1)$  
3     /* $c$ is the cosine similarity */  
4  for $i = 2$ to $K$ do  
5      if $c(LS, CC_i) > x$ then  
6          $x = c(LS, CC_i)$  
7          $j = i$  
8      end  
9  end  
10  /* $C_j$ is the nearest cluster to $LS$ */  
11  $TopN = []$ /* empty list */  
12  foreach $OP \in C_j$ do  
13      $S = P(LS, OP)$  
14      /* $P$ is the Pearson similarity */  
15      if $S \geq T$ then  
16          $TopN.append(<OP, int(0.5 + S \times 5)>)$  
17      end  
18  end  
19  quickSort($TopN$, 2)  
20  return $TopN$
```

$Sim_1$ and $Sim_2$ from the pool of the common similarity metrics used in recommender systems. After applying the K-means clustering algorithm to create $K$ clusters of learning objects based on their profile, the similarity metric $Sim_1$ is used to find the nearest learning object cluster to the active student learning style. Then $Sim_2$ is used to determine the top-n learning objects in that cluster which are the most similar to the active student learning style. Finally, the predicted rating of learning objects for the active student are calculated using $Sim_2$. It was found that the algorithm performs best for $Sim_1$ be the cosine similarity and $Sim_2$ the Pearson correlation coefficient.

In future work, the algorithm will be extended to improve the accuracy of recommendations by taking into account the ratings of learners who have similar learning styles.
TABLE 5: A comparison between the different E-learning recommendation systems

<table>
<thead>
<tr>
<th>Refs.</th>
<th>Function</th>
<th>Users</th>
<th>Explicit</th>
<th>Implicit</th>
<th>techniques</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33]</td>
<td>Measure Similarity value between words</td>
<td>Learner, Domain expert</td>
<td>✓</td>
<td>✓</td>
<td>N-Gram, Query, Expansion, Ontology</td>
<td>-Keyword: 75.11%&lt;br&gt;-N-Grams: 89.85%&lt;br&gt;-Hybrid: 95.25%</td>
</tr>
<tr>
<td>[22]</td>
<td>Recommend LO based on Neighborhood learners</td>
<td>Learner</td>
<td>✓</td>
<td></td>
<td>neighborhood based on Euclidean distance</td>
<td>association rules are evaluated based on (support and confidence.)</td>
</tr>
<tr>
<td>[19]</td>
<td>Recommend learning materials</td>
<td>Learner</td>
<td>✓</td>
<td>✓</td>
<td>Adjusted Cosine Similarity ontology</td>
<td>proposed algorithm accuracy using the mean absolute error</td>
</tr>
<tr>
<td>[34]</td>
<td>Recommended LO sequence based on learning style</td>
<td>Learner</td>
<td>✓</td>
<td>✓</td>
<td>Clustering Machine learning</td>
<td>Learners in the experimental group complete a course in less time than learners in the control group</td>
</tr>
<tr>
<td>[35]</td>
<td>LOs recommendation</td>
<td>Learner</td>
<td>✓</td>
<td>✓</td>
<td>Nearest neighborhood Preference matrix Genetic Algorithm</td>
<td>improve recommendation accuracy and alleviate cold-start and sparsity problems</td>
</tr>
<tr>
<td>[36]</td>
<td>LOs recommendation based on collaborative filtering and sequential</td>
<td>Learner, Domain expert</td>
<td>✓</td>
<td></td>
<td>K-means, Bi-Directional based frequent closed sequence mining</td>
<td>proposed model showed higher accurately according to the real-time update dated contextual information</td>
</tr>
</tbody>
</table>

![Fig. 7: Accuracy of the recommender algorithm using MAE](image1)

![Fig. 8: Accuracy of the recommender algorithm using RMSE](image2)

styles to the active learner.

REFERENCES


